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From Gaussian Distribution to Weibull Distribution 

  By Xu Jiajin & Gao Zhentong 
 Beihang University 

Abstract- The Gaussian distribution is one of the most widely used statistical distributions, but 
there are a lot of data that do not conform to Gaussian distribution. For example, structural 
fatigue life is mostly in accordance with the Weibull distribution rather than the Gaussian 
distribution, and the Weibull distribution is in a sense a more general full state distribution than 
the Gaussian distribution. However, the biggest obstacle affecting the application of the Weibull 
distribution is the complexity of the Weibull distribution, especially the estimation of its three 
parameters is relatively difficult. In order to avoid this difficulty, people used to solve this problem 
by taking the logarithm to make the data appear to be more consistent with the Gaussian 
distribution. But in fact, this approach is problematic, because from the physical point of view, 
the structure of the data has changed and the physical meaning has changed, so it is not 
appropriate to use logarithmic Gaussian distribution to fit the original data after logarithm. The 
author thinks that Z.T. Gao method can give the estimation of three parameters of Weibull 
distribution conveniently, which lays a solid mathematical foundation for Weibull distribution to 
directly fit the original data.  

Keywords: gaussian distribution; three-parameter weibull distribution; full state distribution; safe 
life; Z.T. Gao (or GZT) method. 
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From Gaussian Distribution to Weibull 
Distribution

Xu Jiajin α & Gao Zhentong σ

Abstract- The Gaussian distribution is one of the most widely 
used statistical distributions, but there are a lot of data that do 
not conform to Gaussian distribution. For example, structural 
fatigue life is mostly in accordance with the Weibull distribution 
rather than the Gaussian distribution, and the Weibull 
distribution is in a sense a more general full state distribution 
than the Gaussian distribution. However, the biggest obstacle 
affecting the application of the Weibull distribution is the 
complexity of the Weibull distribution, especially the estimation 
of its three parameters is relatively difficult. In order to avoid 
this difficulty, people used to solve this problem by taking the 
logarithm to make the data appear to be more consistent with 
the Gaussian distribution. But in fact, this approach is 
problematic, because from the physical point of view, the 
structure of the data has changed and the physical meaning 
has changed, so it is not appropriate to use logarithmic 
Gaussian distribution to fit the original data after logarithm. The 
author thinks that Z.T. Gao method can give the estimation of 
three parameters of Weibull distribution conveniently, which 
lays a solid mathematical foundation for Weibull distribution to 
directly fit the original data. 

 

 

I. Introduction 

he Gaussian distribution is also commonly known 
as the Gaussian distribution, and it is generally 
known that the height, weight, and even IQ of a 

group of people are relatively consistent with the 
Gaussian distribution. However, like fatigue life of 
structures is often far from the Gaussian distribution and 
more in line with the Weibull distribution. In [1] it was 
pointed out that the Weibull distribution is a full state 
distribution, i.e., it can depict not only left-skewed and 
right-skewed data, but to some extent also symmetric as 
well as data satisfying a power law. In this sense it is 
more versatile than the Gaussian distribution [2], [3] and 
plays a very important role especially in fitting the fatigue 
life of structures. However, because of the difficulties 
encountered in determining the three parameters of the 
Weibull distribution, the problem was solved by taking 
the logarithm to make the data appear to be more in line 
with the Gaussian distribution. In fact, this approach is 
problematic. This paper points out that logging the 
original  data  is  only  a  spatial   transformation  from  a  
 
Author α: L&Z international leasing Co. Ltd, Canton.  
e-mail: xujiajin666@163.com 
Author σ: School of Aeromoutical Science and Engineering, Beihang 
University, Beijing. 

mathematical point of view, but from a physical point of 
view, it changes the structure of the data, and the 
physical meaning is changed, so it is not appropriate to 
use logarithmic Gaussian distribution to fit the original 
data after logarithm. To determine the three parameters 
of the Weibull distribution, the graphical and analytical 
methods[4] were previously adopted, the former being 
inconvenient to use and with relatively large errors; the 
latter involves solving a system of three joint 
transcendental equations, which, despite the availability 
of computers to do so, still has the problem of being 
inconsistent. This problem can now be solved relatively 
well by using T.Z. Gao method proposed by [1]. 

II. The Characteristics of the Gaussian 
Distribution 

It is well known[4] that the so-called Gaussian 
distribution is a distribution in which the random variable 
is a PDF of X with the form,  

f(x)=[1/(2π)1/2σ]exp[-(x-μ)2/2σ2]                                 (1) 

where μ and σ2 are the mean and variance of the 
Gaussian distribution, respectively. And when the mean 
μ = 0 and the standard deviation σ = 1 is called the 
standard Gaussian distribution as follows, 

[1/(2π)1/2]exp(-x2/2)                      (2) 

From the definition of Gaussian distribution it is 
easy to see that Gaussian distribution has the following 
characteristics[5]: 

1. Single-peaked, a distribution that is unimodal. And 
symmetry, with its Mode and median and mean are 
the same. 

2. Universality, a significant proportion of random 
variables encountered in real life are or 
approximately conform to the Gaussian distribution. 
Even in an arbitrary distribution, in the case of a 
large sample, the distribution of the mean will 
approximate the Gaussian distribution. 

3. Simplicity, i.e., only two parameters (μ, σ2) are 
needed to determine the shape of the entire 
distribution. 

Because the normal distribution has so many 
good characteristics, it has become the most studied 
and applied distribution. However, it is obvious that not 
all data conform to Gaussian distribution, and in most 
cases the data conform to Gaussian distribution is only 

T 
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distribution; full state distribution; safe life; Z.T. Gao (or 
GZT) method.



a good approximation. In fact[4], the data of various 
fatigue lives are often not fit Gaussian distribution  but 
better fit Weibull distribution, and sometimes the fatigue 
life is logarithmically distributed, but it is only an 
approximation. Because of this, Weibull distribution 
needs to be introduced and studied in more depth. 

III. Brief Introduction of Weibull 
Distribution 

There are various expressions for the Weibull 
distribution, and a more general form is taken here[1], 
with a probability density function: 

f(x)=(b/λ)[(x-x0)/λ)]b-1exp{-[(x-x0)/λ]b}                            (3) 

where b is the shape parameter, λ is the scale or 
proportional parameter, and x0 is called the position 
parameter. In the field of fatigue it is customary to use 
the fatigue life N instead of x, N0 instead of x0, and call it 
the safe life. In a non-strict sense[1], "when 0 < b < 1 
resembles a power-law function, while 1 < b < 3 is a 
left-skewed distribution, 3 < b < 4 approximates a 
Gaussian distribution, and b > 4 is a right-skewed 
distribution". This is the reason why the Weibull 
distribution is called the "full state distribution". As shown 
in the following fig.1[5]: 

 

Fig. 1: PDF of various Three-Parameter Weibull 
distributions when x0=0.5 

It is easy to prove that the life is xi and the 
corresponding reliability[1] is, 

pi=exp{-[(xi-x0)/λ]b}                             (4) 

It can be seen that when x=x0, p0=100%. This 
is the origin of 100% reliability safety life. If p50=50%, it 
means that the corresponding X is called the median 
value xm of X, that is, there are, 

50%=exp{-[(xm-x0)/λ]b}                          (5) 

It is not difficult to get the expectation and 
variance of Weibull distribution with three parameters 
according to the definition[4], 

E(X)=x0+λΓ(1+1/b)                  (6) 

Var(X)=λ2[Γ(1+2/b)-Γ2(1+1/b)]                                 (7) 

In this way, the fatigue life data are given and 
the three parameters of Weibull distribution can be 
derived by (5), (6) and (7), which is the analytical 
metho[4]. In addition to the analytical method, the 
maximum likelihood method and some methods derived 
from it[6], [7] have been used more recently, but they have 
problems such as cumbersome derivation and 
inconvenient calculation, so we will not discuss them in 
depth here. 

IV. Origin of Z.T. GAO Method and 
Fitting Standard 

Theoretically if a set of fatigue life data N is 
given, then using the median (Nm), mean (Nav) and mean 
squared deviation (s) of this array, then using the three 
equations (5), (6) and (7) is possible to solve for the 
estimated values of the three parameters of the Weibull 
distribution. However, for convenience (5), (6) and (7) 
can be reduced to a transcendental equation[1] with 
respect to b: 

(Nav-Nm)[Γ(1+2/b)-Γ2(1+1/b)]+s[D1/b- Γ(1+1/b)]1/2=0        (8) 

 
 

 

 

    

 

 
 

It is not difficult to find that N0(=127) derived 
from the analytical method is greater than the minimum 
value of 124 for this group of fatigue lives. And this is in 
contradiction with the definition of safe life N0. That is, 
the problem of inconsistent occurs. Another question is 
what happens if we fit this set of data with a Gaussian 
distribution? That is, which is the more appropriate 
distribution to fit? 

The second problem can be judged by the 
magnitude of the determination coefficient[8] R2 fitting the 
ideal reliability based on the so-called "average rank"[4]. 
The so-called ideal reliability means that the following 
formula is independent of the specific distribution, 

pi=1-i/(n+1)                (9) 

where i is the order of the data from smallest to largest, 
and n is the number of data. 

And the first problem is solved by the Z. T. Gao 
method[1]. The basic idea of the method is briefly 
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From Gaussian Distribution to Weibull Distribution

where D = ln2. This equation is solvable by Newton's 
method, and after obtaining b, then λ and N0 can be 
found by (7),(6).

Example 1: The data in Table 8-2 in [4] are used to find 
the three parameters of the Weibull distribution by 
analytical method.

Table 1: A set of fatigue life data (103c)

You can get it through Python code, Parameter 
estimation: b=1.221,N0=127,λ=22.46



described below. Taking the logarithm of both sides of 
(4) twice yields that 

ln                       (ln(1/pi))=bln(Ni-N0)-bln(λ)       (10) 

if set,          Yi= ln(ln(1/pi)), Xi= ln(Ni-N0)                (11) 

                          d=-bln(λ), λ=exp(-d/b)      (12) 

So (10) could been become, 

  Yi=bXi+d       (13)  

This is a system of linear regression equations 
that can be derived by the least squares method with 
coefficients b and d. However, it is important to note that 
here Xi is related not only to the data N already given, 
but also to the required safety lifetime N0 of Weibull 
distribution. This problem can be solved by determining 
the extreme value of the absolute value of the relative 
coefficient r of the regression line to determine the 
corresponding N0, but the mathematical derivation of 
this method is complex and error-prone [9]. It is better to 
use a different idea to use Python to find the series of r 
about N0 directly in the interval 0 ≤  N0 < Nmin (here Nmin 
is taken as the minimum value of the given data). Then 
Python intelligently finds the N0 of r with the largest 
correlation coefficient, and at the same time determines 
b and λ. This is known as the Z.T. Gao algorithm. It is 
abbreviated as the Z.T. Gao method [1], [5] or GZT 
method. 

Example 2: Now, using the data of Example 1, three 
parameters of Weibull distribution are determined by 
using GZT method, and the results are compared with 
Gaussian distribution. The results are as follows: 

 

Fig. 2: Schematic graph of Z.T. Gao method 

This figure graphically demonstrates how GZT 
method finds the corresponding safe lifetime that 
maximizes the correlation coefficient. Since it is clear at 
the beginning of the process that N0 cannot be greater 
than the minimum lifetime of the data, it is not possible 
to have a situation where it is inconsistent. Again, if the 
data are fitted with a Gaussian distribution and the 
coefficient of determination of the Weibull distribution 
estimated by GZT method, respectively, fitted with the 
ideal reliability (9): 

Coefficient of determination obtained by fitting 
the Weibull distribution = 0.97999 

Coefficient of determination obtained by fitting 
the Gaussian distribution = 0.95044 

It can be seen that the fitted coefficient of 
determination of the Weibull distribution obtained by 
GZT method is greater than that of the Gaussian 
distribution. That is, in this sense the data are more 
realistically depicted by the Weibull distribution. 

The advantage of GZT method is that the 
physical meaning is very intuitive, and there is no 
problem of "inconsistent". This method is not only 
convenient for solving the problem of estimating the 
three parameters of the Weibull distribution, but also 
easy to determine whether the original data fits better 
with the Weibull distribution or with the Gaussian 
distribution. It is also easy to extend to solve similar 
problems, such as fitting fatigue performance curves 
with three parameters[1], and the confidence intervals of 
these three parameters will be discussed in separate 
papers[10], [11]. 

V. Problems of Logarithmization of 
Original Data 

Due to the complexity of the Weibull distribution, 
when the original data is not so consistent with the 
Gaussian distribution, often take its logarithmic, from a 
mathematical point of view is equivalent to do a spatial 
transformation, at this time because the data 
"compressed", it may be closer to the Gaussian 
distribution[4]. This has the advantage of making the PDF 
of the original data taken logarithmically will be fitted 
quite well by the Gaussian distribution, which will be 
more convenient for people to study and apply. 
However, this will lose the physical meaning of the 
safety lifetime, while making the original data density 
distribution is "distorted". This is illustrated in the 
following two examples. 

Example 3: Using the (large sample) 100 fatigue life data 
of a structure from Table 12-3 of [1] P253, the Python 
code gives: 

 

 

 

Also the following parameter table and 
histogram can be obtained. 
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From Gaussian Distribution to Weibull Distribution

Fatigue life (original data) N= [3.08, 3.26, 3.32, 
3.48, 3.49, 3.56, 3.69, 3.7, 3.78, 3.79, 3.8, 3.87, 3.95, 
4.07, 4.08, 4.1, 4.12, 4.2, 4.24, 4.25, 4.28, 4.31, 4.31, 
4.36, 4.54, 4.58, 4.6, 4.62, 4.63, 4.65, 4.67, 4.67, 4.72, 
4.73, 4.75, 4.77, 4.8, 4.82, 4.84, 4.9, 4.92, 4.93, 4.95, 
4.96, 4.98, 4.99, 5.02, 5.03, 5.06, 5.08, 5.06, 5.1, 5.12, 
5.15, 5.18, 5.2, 5.22, 5.38, 5.41, 5.46, 5.47, 5.53, 5.56, 
5.6, 5.61, 5.63, 5.64, 5.65, 5.68, 5.69, 5.73, 5.82, 5.86, 
5.91, 5.94, 5.95, 5.99, 6.04, 6.08, 6.13, 6.16, 6.19, 6.21, 
6.26, 6.32, 6.33, 6.36, 6.41, 6.46, 6.81, 7.0, 7.35, 7.82, 
7.88, 7.96, 8.31, 8.45, 8.47, 8.79, 9.87] (10^5cycle).



Table 2: Gaussian distribution parameters (large 
sample) 

 
          (Where s is sample standard deviation) 

Table 3: Weibull distribution parameters (large sample) 

 

 

Fig. 3: Histogram of original data (large sample) and 
fitting diagram of Gaussian and Weibull distribution 

 

Fig. 4: Histogram after logarithm of the original data 
(large sample) and fitting diagram of Gaussian and 
Weibull distribution 

"back" to the original state, only the median can 
"recover" (see Table 2, line 3), and the mean is left-
skewed, the relative coefficient and the coefficient of 
determination is improved.  Nevertheless, it is still not 
possible to obtain a 100% safe lifetime. In contrast, the 
fit with the Weibull distribution, as seen in Table 3, is a 
fairly good fit. Even after taking the logarithm, the fit is 
almost the same as that of the Gaussian distribution. 
From the data in row 2 of the Weibull distribution 
parameters in Table 3 and (6) and (7), we can calculate 
that μ^=5.7137; σ^=0.1005 

And this result is almost the same as the data in 
row 2 of Table 2. In this sense the Weibull distribution is 
indeed more general than the Gaussian distribution, 
which can be seen as a first-order approximation to the 
Weibull distribution. It can be seen that using the Weibull 
distribution to fit this set of fatigue life data does not 
require any logarithm of the data at all and the physical 
meaning of each parameter is very clear. 

Example 4: Looking again at the case of a small sample, 
20 data for the life of a structure using Table 8-4 of P136 
in [2]. Again, this can be obtained by Python code as 
follows 

Fatigue life (raw data) N= [3.5, 3.8, 4.0, 4.3, 
4.5, 4.7, 4.8, 5.0, 5.2, 5.4, 5.5, 5.7, 6.0, 6.1, 6.3, 6.5, 6.7, 
7.3, 7.7, 8.4] (10^5cycle) 

Also the following parameter table and 
histogram can be obtained. 

Table 4: Gaussian distribution parameters (small 
sample) 

 
        (Where s is sample standard deviation) 

Table 5: Weibull distribution parameters (small sample) 

 

 

Fig. 5: Histogram of original data (small sample) and 
fitting diagram of Gaussian and Weibull distribution 
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From Gaussian Distribution to Weibull Distribution

As seen in Fig. 3, the histogram of the original 
data is asymmetric and left-skewed, and fitting it with a 
Gaussian distribution would be less appropriate, as in 
fact demonstrated with the chi-square test[4]. At this 
point it would be more appropriate to use the Weibull 
distribution. Looking at the logarithm of the data, we can 
see from Fig. 4 that the data do appear to be symmetric, 
and the Gaussian distribution is indeed a good fit. The 
problem is that the fatigue life PDF left-skewed features 
are lost, and the physical meaning of safe life is lost. 
Even if the results obtained in the logarithmic case 



 

Fig. 6: Histogram after logarithm of the original data 
(small sample) and fitting diagram of Gaussian and 
Weibull distribution 

As seen in Fig. 5 and 6, similar to the case of 
the large sample, the original data are also left-skewed 
and appear symmetric after taking the logarithm. 
However, if the Weibull distribution is fitted, there is no 
need to take the logarithm of the original data. Even if 
the logarithm is taken, the data looks more symmetric, 
but the Weibull distribution does not fit worse than the 
Gaussian distribution. So in this sense, even for 
symmetric data, fitting with the Weibull distribution is 
possible. However, the difficulty in fitting the Weibull 
distribution is that it is more difficult to estimate the three 
parameters, but now there is no problem with GZT 
method. 

VI. Conclusion 

1. The three-parameter Weibull distribution is a more 
general full state distribution than the Gaussian 
distribution. In the field of reliability, the physical 
meaning of its position parameter is particularly 
important, that is, the safe life under 100% reliability. 

2. Based on the complexity of the three-parameter 
Weibull distribution, the previous methods to 
determine its three parameters by test data are 
complicated. The graphical method is more error-
prone and inconvenient to use; while the analytical 
method may be inconsistent; and the GZT method 
makes full use of the advantages of Python, which 
solves this problem better. 

3. In the past, the fatigue life data that were not so well 
fitted with Gaussian distribution were taken 
logarithmically so that they might be more 
consistent with Gaussian distribution, but the result 
of doing so made the 100% reliability of the safe life 
no longer exist. The fact is that the data itself is 
more consistent with Weibull distribution. Since 
Weibull distribution is a full state distribution, it is 
generally not necessary to take the fatigue life as 
logarithm in the future and directly fit the fatigue life 
data with the three-parameter Weibull distribution to 
get a better fit. 

4. The two parameters of Gaussian distribution (mean 
and variance) are not very significant for asymmetric 
data, while for asymmetric data like structural 
fatigue life the three parameters of Weibull 
distribution (safety life, shape and scale parameters) 
will be much more significant, and in a sense these 
three parameters "contain" the two parameters of 
Gaussian distribution. This is probably the reason 
why the Weibull distribution can "contain" the 
Gaussian distribution. 

5. Finally, it can be concluded that for asymmetric 
fatigue life, it is not necessary to take logarithms to 
fit with Gaussian distribution, but can be directly 
fitted with three-parameter Weibull distribution. 
Further even for the more symmetric data, it is better 
to fit directly with the three-parameter Weibull 
distribution. 

Acknowledgments 

We thank Mr. Wan Weihao for his support to this 
paper and related research work. 

References Références Referencias 

1. Xu J. J.(2021), Gao Zhentong Method in the Fatigue 
Statistics Intelligence, Journal of Beijing University of 
Aeronautics and Astronautics, Vol. 47(10), 2024-
2033, Doi: 10.13700/j.bh. 1001-5965.2020.0373 (in 
Chinese). 

2. Weibull WALODDI. (1951), A statistical distribution 
function of wide applicability Journal of Applied 
Mechanic Reliab., 1951, Vol. 28(4): 613-617. 

3. Hallinan A J. (1993), A review of the Weibull 
distribution (1993), Journal of Quality Technology, 
1993, 25(2): 85-93. 

4. Gao Z T. Fatigue applied statistics (1986), Beijing: 
National Defense Industry Press, (in Chinese). 

5. Gao Z.T., XU J,J. (2022), Intelligent Fatigue 
Statistics Beijing: Beihang publishing house, (in 
Chinese). 

6. Fan Yang, Hu Ren, and Zhili Hu, (2019), Maximum 
Likelihood Estimation for Three-Parameter Weibull 
Distribution Using Evolutionary Strategy 
Mathematical Problems in Engineering, Volume, 
Article ID 6281781, 8 pages, https://doi.org/10. 
1155/2019/6281781. 

7. Mahdi Teimouri, d Arjun K. Gupta, (2013), On the 
Three-Parameter Weibull Distribution Shape 
Parameter Estimation, Journal of Data Science 11, 
403-414. 

8. Trivedi K.S (2015), Probability and Statistics with 
Reliability, Queuing, and Computer Science 
Applications, Beijing: Electronic Industry Press, (in 
Chinese). 

9. Fu H M, Gao Z T. (1990), An optimization method of 
correlation coefficient for determining A three-
parameters Weibull distribution, Acta Aeronautica et 

© 2023    Global Journ als 

G
lo
ba

l 
Jo

ur
na

l 
of

R
es
ea

rc
he

s 
in
 E

ng
in
ee

ri
ng

  
  

Vo
lu
m
e 

X
xX
II
I 
Is
su

e 
I 
V
 er
si
on

 I
  

  
 

  

5

Y
e
a
r

20
23

(
)

I

From Gaussian Distribution to Weibull Distribution



Astronautica Sinica, Vol. 11(7):A323-327 (in 
Chinese). 

10. Xu J.J., Gao Z. T. (2022), Further research on 
fatigue statistics intelligence, Acta Aeronautica et 
Astronautica Sinica, Vol. 43(8):225138 (in Chinese). 
doi:10 7527/S1000-6829 2021 25138. 

11. Xu Jiajin (2022), Digital Experiment for Estimating 
Three Parameters and Their Confidence Intervals of 
Weibull Distribution, International Journal of Science, 
Technology and Society. Vol. 10, No. 2, 2022, pp. 
72-81. Doi:10.11648/j.ijsts.20221002.16. 

 

G
lo
ba

l 
Jo

ur
na

l 
of

R
es
ea

rc
he

s 
in
 E

ng
in
ee

ri
ng

  
  

Vo
lu
m
e 

X
xX
II
I 
Is
su

e 
I 
V
 er
si
on

 I
  

  
 

  

6

Y
e
a
r

20
23

 © 2023    Global Journ als

  
 

(
)

I
From Gaussian Distribution to Weibull Distribution



© 2023. Alexey S. Dorokhov, Solomashkin Alexey Alekseevich, Vyacheslav A. Denisov & Kataev Yuri Vladimirovich. This 
research/review article is distributed under the terms of the Attribution-NonCommercial-NoDerivatives 4.0 International (CC 
BYNCND 4.0). You must give appropriate credit to authors and reference this article if parts of the article are reproduced in any 
manner. Applicable licensing terms are at https://creativecommons.org/licenses/by-nc-nd/4.0/. 

Global Journal of Researches in Engineering: I 
Numerical Methods 
Volume 23 Issue 1 Version 1.0 Year 2023 
Type: Double Blind Peer Reviewed International Research Journal 
Publisher: Global Journals 
Online ISSN: 2249-4596 & Print ISSN: 0975-5861 

 
Application of Differentialintegral Functions 

  By Alexey S. Dorokhov, Solomashkin Alexey Alekseevich,             
Vyacheslav A. Denisov & Kataev Yuri Vladimirovich 

  Summary-
 
The article is devoted to the development and implementation of new mathematical 

functions, differentialintegral functions that provide differentiation and integration operations not 
only according to existing algorithms described in textbooks on higher mathematics, but also by 
substituting a certain parameter k into formulas developed in advance, forming the necessary 
derivatives and integrals from these formulas.

 
The Purpose of the Research:

 
The expansion of the concept of number, in particular, in classical 

mechanics, physics, optics and other sciences, including biological and economic, which makes 
it possible to expand some understanding of the essence of space, time and their derivatives.

 
Materials and Methods:

 
The idea of fractional space, time and its application is given. The usual 

elementary functions and the Laplace transform were chosen as the object of research. New 
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representation of these functions is given, based on the example of the calculation of the sine 
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Application of Differentialintegral Functions
Alexey S. Dorokhov α, Solomashkin Alexey Alekseevich σ, Vyacheslav A. Denisov ρ                                      

& Kataev Yuri Vladimirovich Ѡ

Summary- The article is devoted to the development and implementation of new mathematical functions, differentialintegral 
functions that provide differentiation and integration operations not only according to existing algorithms described in textbooks 
on higher mathematics, but also by substituting a certain parameter k into formulas developed in advance, forming the necessary 
derivatives and integrals from these formulas. 

The Purpose of the Research: The expansion of the concept of number, in particular, in classical mechanics, physics, optics and 
other sciences, including biological and economic, which makes it possible to expand some understanding of the essence of 
space, time and their derivatives. 

Materials and Methods: The idea of fractional space, time and its application is given. The usual elementary functions and the 
Laplace transform were chosen as the object of research. New functions, differentialintegral functions, have been developed for 
them. A graphical representation of these functions is given, based on the example of the calculation of the sine wave. Examples 
of calculating these functions for elementary functions are given. Of particular interest is the differentialintegral function, in which 
the parameter k is a complex number s, s = a + i · b, although in general, the parameter k can be any function of a real or 
complex argument, as well as the differentialintegral function itself. 

Research Results: As a result of the research, it is shown how the Laplace transform and Borel's theorem are used to calculate 
differentialintegral functions. It is shown how to use these functions to carry out differentiation and integration. It is presented how 
fractional derivatives and fractional integrals should be obtained. Dependencies for their calculation are obtained. Examples of 
their application for such functions as cos(x), exp(x) and loudness curves in music, Fletcher-Manson or Robinson-Dadson curves 
are shown. 

Conclusions: Studies show the possibility of a wide application of differentialintegration functions in modern scientific research. 
These functions can be used both in office and in specialized programs where calculations of fractional derivatives and fractional 
integrals are needed. 
Keywords: differentialintegral functions, derivative, fractional derivative, integral, fractional integral. 

I. Introduction 

n modern sciences, such as mathematics, physics, astronomy, economics and other sciences, there is little use 
of differential functions in calculations, because with the help of fractional derivatives and integrals, very few 
physical, natural, social and other processes are described that use not only the first and second derivatives, 

single and double integrals, but fractional derivatives and fractional integrals. So in classical mechanics, the first 
derivative is used as velocity, the second as acceleration, and the third as a jerk. A one-time integral is used to 
calculate the area under the curve, the mass of an inhomogeneous body, a two–time integral is used to calculate the 
volume of a cylindrical beam, a three-time integral is used to calculate the volume of the body. 

They can be found in the equations of mathematical physics, where, in particular, generalized functions and 
convolutional operations on them are used, and in spectral analysis, and in operational calculus based on integral 
Fourier and Laplace transformations, and in many other methods where differentiation and integration of functions 
are used. 

The basis of all these concepts is the derivative and integral 1

                                                             
1 And also, definitions of derivatives/integrals based on such concepts as the Riemann-Liouville, Grunwald-Letnikov and Weyl differentialintegrals. 

. Two mathematical operations that are 
"opposite" to each other, like addition and subtraction, multiplication and division. Two "reciprocal" functions like 
sin(x) and arcsin(x), x2 and √𝑥𝑥, ex and ln(x). Two mathematical operations that logically complement each other, the 
derivative of the integral does not change the integrable function, as does the integral of the derivative, leaves it 
unchanged. 

Let us recall the symbols on graphs and in computer programs. Like any mathematical operation, they have 
their symbols (designations) on a piece of paper, like ordinary symbols on a computer screen. So, differentiation is 
denoted as y’ or d/dx, and integration is ∫𝑦𝑦(𝑥𝑥)𝑑𝑑𝑥𝑥. In this case, a one – time integral is denoted as ∫𝑦𝑦(𝑥𝑥)𝑑𝑑𝑥𝑥 , and a 
two - time integral is ∬𝑦𝑦(𝑥𝑥)𝑧𝑧(𝑡𝑡)𝑑𝑑𝑥𝑥𝑑𝑑𝑡𝑡. With the derivative, the situation is more complicated, it has two designations:  
 
Author α: Chief Researcher, Doctor of Technical Sciences, Professor. e-mail: dorokhov.vim@yandex.ru 
Author σ: Leading Specialist. e-mail: littor2013@gmail.com 
Author ρ: Chief Researcher, Doctor of Technical Sciences. e-mail: va.denisov@mail.ru 
Author Ѡ: Leading Researcher, Candidate of Technical Sciences. e-mail: ykataev@rgau-msha.ru 
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y' and d/dx. Figure 1 shows (as one of the options) the currently existing designations of differentials and integrals, 
widely used in the literature. 

 
 

 
 
  
 
 

 
 
 

 

Figure 1: Notation of integrals and derivatives 

As can be seen from Figure 1, all the variety of these notations has one property common to all: they try to 
reflect in various ways, either with the help of numbers or graphically, the order of derivatives or the multiplicity of the 
integral. 

In order to unify the record of derivatives and integrals, consider them relative to a certain numerical axis "K" 
(Figure 2), where the value of the parameter k corresponds to the multiplicity of the integral or the order of the 
derivative. So, in this scenario of notation, k = -1 corresponds to the designation of a single integral ∫𝑦𝑦(𝑥𝑥)𝑑𝑑𝑥𝑥 from 
the 2nd line and the designation of the same integral f 1*y from the 3rd row, and for k = 1- we have the designation 
of the first derivative y' from the 1st row and the designation of the same first derivative d /dx from the 2nd row. 

The third line contains the notation of differentials and integrals based on convolutional operations of 
generalized functions: y(k) = f -k * y, where k >0, a value unequal to an integer is called a fractional derivative of order 
k. An expression of the form: y(k) = f k * y is called a primitive of order k, i.e. an integral of multiplicity k [1]. 

<- 1> <- 0,46> <0> <+1> <+1,35> <+2>   y y y y y y
---|------------------x------------------|------------------------------|---------------x--------------------|--------> 
K- 1 - 0,46    0 + 1 + 1,35 + 2

--- ---    y y ' --- y ''

a

b
xy

⌠

⌡

d
2x
yd

d

2

---    y
x
yd

d
---

f
1*

y f
0,46*

y f
0*

y f
-1*

y f
-1,35*

y f
-2*

y

(1)  

                                                                                                                               (2)   

(3)    

(4)   
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Figure 2: Notation of derivatives and integrals for a parabolay(x) = x2 

At the same time, all derivatives, including fractional ones, having a negative index, are located on the 
numerical axis on the right, and all integrals with a positive index - on the contrary, on the left. It was possible to 
arrange the designations differently, change the plus to minus, but the essence would not change at the same time. 
There are many types of symbols, binding to the numeric axis requires clarification. 

To bring these notations in line with the numerical axis "K", the 4th line contains universal notations for 
derivatives of any order and integrals of any multiplicity, using angle brackets. 

The angle brackets denote the order of the derivative or the multiplicity of the integral, for example, y<0> = 
y(x) is the function under study, and y<-1> =∫𝑦𝑦(𝑥𝑥)𝑑𝑑𝑥𝑥 is its integral, multiplicity 1. So y<2>= d2/dx2 = y" is the second 
derivative, and y <-0,46> is the integral, multiplicity 0,46. For example, a certain derivative of the order of 1,35 is 
denoted as y <1,35>. In other words, if there is a positive number in the angle brackets, it means it is some kind of 
derivative, and if it is negative, it means it is an integral. And it is easy to read, and it is located correctly on the 
numeric axis: negative values of the k index are on the left, and positive values are on the right. This form of writing 
integrals and derivatives is very convenient, for example, for their designation on graphs or diagrams. 
Figure 2 shows an example of the notation of derivatives and integrals for the parabola y(x) = x2. 

In addition to notation on graphs, this method can be used for programmers writing programs in various 
programming languages, for example, 
... 
int main () { 
float y, u, z; 
int n3; 
... 
z= y (4) <1.5>; 
u=n3 <-0,25>; 
… 
where y <1,5> is the derivative of the function y(4) of order 1,5 and n3 <-0.25> is the integral of multiplicity 0,25 of the 
function n3. 
In Figure 2, the integral of multiplicity –0,46 and the derivative of the order of 1,35 are shown for x > 0. 

It should be borne in mind that when calculating a derivative of a "high" order, say, 123 orders – y <123>, 
previously it was necessary to perform 122 differentiation operations beforehand. This is due to the fact that the 
definition of the derivative/integral implies an increase in the order of the derivative/integral by only 1. It is impossible, 
using the existing definition of the derivative, to immediately calculate a high-order derivative from it. Only with the 

y1 = y< - 1>

1,35

2,0

1,0

0,0
- 0,46

- 1,0

k

x
x

x

x
x

x

y2 = y< - 0,46 >
y3 = y<0>

y4 = y< 1>
y5 = y< 1,35 >

y6 = y< 2 >

y< - 1> = x3/3
y< - 0,46> = 0,62x2,46

y<0> = x2

y<1> = 2x
y<1,35> = 2,22x0,65

y<2> = 2
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help of sequential multiple calculations can the order of the derivative be increased to the desired value. The same 
applies to integration. 

II. Materials and Methods 

This method of calculating derivatives reduces the efficiency of using the differentiation operation, for 
example, in series expansions, because it requires calculating derivatives of a "high" order, and this is time-
consuming and involves calculation errors. Therefore, in such calculations, only the first few terms of the 
decomposition are taken, and the rest are discarded, which increases the calculation error. 

As for calculating integrals, especially multiplicities greater than 2, this is an even more difficult task. Thus, 
the lack of a simple, reliable and accurate method of differentiation and/or integration significantly hinders 
computational progress in mathematics. 

The same problem is observed in physics. Many laws of mathematical physics, most often appearing in 
simple, accessible calculations, are based on the use, mainly, of the 1st, maximum 2nd derivative (for example, 
current i = dq / dt, force F = m · d2x/ dt2) and a single integral, for example, voltage across the capacitor u(t) = 1 / C 
·∫ 𝑖𝑖(𝑡𝑡)𝑑𝑑𝑡𝑡. 

It is very rare in everyday physics or mathematics to find a 3rd derivative or a 3-fold integral. This does not 
happen often. One of the ways to use a 3-fold integral is the Ostrogradsky-Gauss integral to calculate the volume of 
a body if the surface bounding this body is known. 

And if you look more broadly, then neither in physics nor in mathematics have the everyday laws of the 
universe using fractional derivatives and integrals been discovered so far, because their calculation is fraught with 
great difficulties [1]. At the same time, it is possible that all the diversity of the world exists exactly there, in a 
fractional dimension, which can be described and studied, precisely with the help of fractional (analog), and not 
integer (discrete) integrals and differentials. 

Take, for example, the mechanism of describing multidimensional structures, for example, multidimensional 
space. Our 3-dimensional space and one-dimensional time are described by discrete (integer) coordinate values, in 
this case one and three. At the same time, the question of the existence of a space having, not 3, but, say, 2,345 
coordinates is of great scientific and practical interest. In other words, the structure of a special "fractional" space, no 
longer two-dimensional, is a plane (because to describe the plane, you need 2 coordinates, and we have more – 
2,345), but also not a three-dimensional volume (where 3 coordinates are needed), i.e. something average between 
the plane and the volume. It is very difficult to imagine such a structure. In nature, such a space does not seem to 
exist. 

It is even more difficult to determine the velocity or acceleration in such a space, i.e. to describe the 
kinematics of the motion of bodies. If it is possible to define the force in such a space (or to use the already existing 
classical method of specifying forces), then we can count on success in creating the dynamics of such structures, 
i.e., in other words, to create the mechanics of multidimensional space. At the same time, our classical 3-
dimensional mechanics will turn out to be a special case of a more general mechanics – the mechanics of 
multidimensional spaces. This can be said about other physical laws of the universe. 

And whether our idea of the world will change with the emergence of a new, more general, idea of space. 
So far we don't know much about this, because our concepts are tied to a three-dimensional dimensional space, 
and all the diversity of the world "lies" in a multidimensional "fractional" world that has not been studied at all. 
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A number of legitimate questions arise:
- What kind of space is "located", say, between a plane (2-dimensional space) and a volume (3-dimensional), i.e. 

a substance with the dimension of space R, where 2<R <3?
- What kind of physical quantity, which is between speed and acceleration between y <1> and y <2> from the 

move, i.e. a physical quantity, defined, for example, the fractional derivative of y <1,23>, the order of 1,23 (not 1 or 
2)?

- Whether Newton's laws are applicable to the so-called fractional space?
- How will the definition of force in fractional space change (if it changes)?
- Will it be possible to apply the classical laws of mechanics to fractional space, or will it be necessary to create a 

new, more general, mechanics of the macro and microcosm?
- Will the interaction between space and time change if we "replace" the classical concept of space with a 

fractional one?
- Will there be changes in Einstein's theory of relativity and will the concepts of "gravitational, electromagnetic and 

other interactions" and much, much more remain the same?

Answers to these and other questions can be obtained if you have a convenient apparatus for calculating 
derivatives/integrals of any order/multiplicity, including fractional ones. In other words, it is necessary to create such 
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a calculation algorithm, simple and convenient, especially for novice researchers, where instead of calculating 
integrals/differentials, it would be possible to use the usual substitution of numbers, in which the desired order or 
multiplicity could be set without performing calculations, but simply substitute the desired parameter into the desired 
formula and get a ready derivative/integral without their calculations, i.e. immediately. Such a tool, which could be 
called, for example, functions - SL(x, k), would greatly simplify the process of calculating derivatives and integrals 
and significantly expand the boundaries of our knowledge.

First, we introduce the concepts of a differential integral function based on the definition of a differential 
integral. The differential integral function SL (x, k) is an ordinary function of several arguments, where, separated by 
commas, its arguments (in this case one – x) and the parameter k, the order of future derivatives and/or the 
multiplicity of integrals are indicated2

For example, for a parabola y(x) = x2, such a differentialintegral function SL(x, k) will have the form
.

3

This is the differential integral function of a parabola, the usual function of 2 arguments, argument x and 
parameter k. It represents a whole set of integrals and derivatives of any order and multiplicity

.

                                                                                                                                                        (1)

where, x is the argument of the function,
k is a parameter that specifies the order of the derivative or the multiplicity of the integral.

4

For example, for a parabola, we substitute k = 0 into it. Then, for k = 0y (x, k) = x2, (Г (3 - k) = 2)

(the main, mother 
function). How to use it? You need to set the parameter k and get the desired derivative or integral.

5

                                                            
2 Here SL(x, k) is another form of writing a power differential function, different from writing the formy<k>.
3 Here and further calculations are performed in the MathCad program, so it uses a dot in its formulas instead of a comma.
4 As the latter, there may be the differentialintegral functions themselves. In this case, the parameter k can also be a complex value.
5 G(x) - gamma function.

the 
function (parabola) does not change. When k = 1y (x, k) = 2x and the parabola is transformed into its 1st derivative -
y <1>. When k = -1 y (x, k) = x3/3 and the function becomes its one-time integral –y <-1>, and for k = -2 y (x, k) = 
x4/12 - double - y <-2>. No calculations, just substitution.

Fractional derivatives and integrals are of particular interest, because there is no simple and reliable way to 
calculate them, except for the method indicated above [2]. In this case, the method of obtaining is the same. To 
calculate them, it is enough to substitute the necessary value of the derivative instead of the parameter k, for 
example, k = 0.123 and the parabola becomes its derivative of the order 0.123 – y <0.123>:

                                                                                                                 (2)

If it is necessary to obtain an integral of multiplicity 3,45 - y <-3,45>, it is enough to substitute k = -3,45 into the 
differential function (1) and the parabola becomes its integral of multiplicity 3,45 - y <-3,45>:

                                                                                                           (3)

This method of calculating fractional derivatives is no different from the method of obtaining integer 
(discrete) derivatives – the same substitution. There is no difference between an integer or fractional 
derivative/integral. Simple substitution to get a given result.

Consider another example: y(x)=sin(x). For a sine wave, the differentialintegral function SL(x,k) will have the
following form:

                                                                                                                                               (4)

This is a sine wave whose phase shift depends on the order of its derivative/multiplicity of its integral. At k = 
0, the sine wave does not change, at k = 1, and becomes cos(x), i.e. its the first derivative is y <1>, and at k = -1 it 
becomes -cos(x), i.e. its integral is y <-1>.. At -1<k <1, the function occupies an intermediate position between -
cos(x) and cos(x), including sin(x) at k = 0.

The differential integral function for the sine wave (4) is a graphical representation of the differential integral 
function, namely, the parameter k represents a part of the right angle for unit orts. At k = 1, the function SL(x,1)
becomes the 1st derivative, such a unit ort is perpendicular to the abscissa axis, and at k = var it is a fractional 
derivative of k order and the angle k (in values from 0 to 1 or in % of 90 degrees) it is only a part of the right angle.

For the exponent y(x) = ex, the differential integral function SL(x, k) does not depend on k and all its 
derivatives and integrals are equal to each other and equal to the exponent itself.

𝑆𝑆𝑆𝑆(𝑥𝑥,𝑘𝑘) ≔ 2 ∙ 𝑥𝑥2−𝑘𝑘

Г(3−𝑘𝑘)

𝑆𝑆𝑆𝑆(𝑥𝑥,𝑘𝑘) ≔ 2 ∙ 𝑥𝑥2−0,123

Г(3−0,123) 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑡𝑡, 3 → 1,12        

𝑆𝑆𝑆𝑆(𝑥𝑥,𝑘𝑘) ≔ 2 ∙ 𝑥𝑥2+3,45

Г(3+3,45) 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑡𝑡, 3 → 7,6060−3𝑥𝑥5,4                            

𝑆𝑆𝑆𝑆(𝑥𝑥,𝑘𝑘) ∶= sin (𝑥𝑥 + 𝑘𝑘 ∙ 𝜋𝜋
2
)



These examples can be summarized in Table 1, where its derivatives and integrals are given for some 
elementary functions. 

Table 1: Examples of calculation of derivatives and integrals

y<- 1> y<- 0.5> y<0> y<0.5> y<1.5> SL (x, k) 

Γ (n+2) 
Γ (n+1) xn+1 

Γ (n+1,5) 
Γ (n+1) xn+0,5 

xn Γ (n+0,5) 
Γ (n+1) xn-0,5 

Γ (n-0,5) 
Γ (n+1) xn-1,5 

Γ (n+1-k) 
Γ (n+1) xn-k 

x3/3 0,601x2.5 x2 1,504x1.5 2,256x0.5 Γ (3-k) 
2 x2-k 

ex ex ex ex ex ex 

sin(x-π/2) sin(x-0,5·π/2) sin(x) sin(x+0,5·π/2) sin(x+1,5·π/2) sin (x+k·π/2) 
 

Differential functions can be a function of 2 or more arguments, for example, SL (x, y, k), where (x) and (y) 
are two arguments of the same function: SL (x, y, kx, ky) = 2 · ky + (x – y) · kx, and kx and ky- are still a parameter. In 
addition, any continuous elementary function can be used as a parameter, including the same differential integral 
function, for example: 

(𝑥𝑥,𝑦𝑦, 𝑘𝑘1,𝑘𝑘2) ≔ 𝑥𝑥sin �𝑦𝑦 ∙𝑘𝑘1+ 𝜋𝜋2𝑘𝑘2�                                                                                                                                        (5) 

Of particular interest is the differential integral function, in which the parameter k is a complex number s, s = 
a + i · b, although in general, the parameter k can be any function of a real or complex argument. 

III. Research Results 

To obtain the differential integral function, we recall the Laplace integral transformation and Borel's theorem. 

The integral Laplace transform has the form 

𝑆𝑆[𝑓𝑓(𝑡𝑡)] = 𝐹𝐹(𝑠𝑠) =  ∫ 𝑓𝑓(𝑡𝑡)𝑒𝑒−𝑠𝑠𝑡𝑡𝑑𝑑𝑡𝑡 ≡ [𝑓𝑓(𝑡𝑡) ∙ 𝑒𝑒−𝑠𝑠𝑡𝑡𝑑𝑑𝑡𝑡]<−1>0<𝑡𝑡<∞
∞

0                                                                                        (6) 

where s = a + i * b is a complex quantity. Here f (t) is the original function, and F(s) is its Laplace image. This is a 
direct conversion of the original into an image. The inverse Laplace transform               

(7)

 

𝑓𝑓(𝑡𝑡) ≔  
1

2𝜋𝜋𝑖𝑖 ∙
� 𝑒𝑒𝑠𝑠𝑡𝑡𝐹𝐹(𝑠𝑠)𝑑𝑑𝑠𝑠  ≡  [𝑒𝑒𝑠𝑠𝑡𝑡 ∙ 𝐹𝐹(𝑠𝑠) ∙ 𝑑𝑑𝑠𝑠]<−1>𝜎𝜎−𝑖𝑖∞<𝜎𝜎+𝑖𝑖∞
𝜎𝜎+𝑖𝑖 ∙∞

𝜎𝜎−𝑖𝑖∙∞

it is necessary to find the original of the function by its image. 

Let's consider one of the main properties of this transformation – the differentiation of the original function. 
Let L[f(t)] = F (s). Let's find L[f(t)<1>], where f(t)<1>- is the 1st derivative, and L[f (t)<1>]- is its image. 

𝑆𝑆[𝑓𝑓(𝑡𝑡)<1>] = [𝑓𝑓(𝑡𝑡)<1> ∙ 𝑒𝑒−𝑠𝑠𝑡𝑡𝑑𝑑𝑡𝑡]<−1>0<𝑡𝑡<∞ = 𝑒𝑒−𝑠𝑠𝑡𝑡 ∙ 𝑓𝑓(𝑡𝑡)0 <𝑡𝑡< ∞ +  𝑠𝑠 ∙ [ 𝑓𝑓(𝑡𝑡) ∙ 𝑒𝑒𝑠𝑠𝑡𝑡𝑑𝑑𝑡𝑡]<−1>0 <𝑡𝑡< ∞                                        (8) 

    
  

L [f (t) <1>] = s * F (s) – f (0)                                                                                                                                           (9) 

For f (0) = 0 

L [f (t) <1>] = s * F(s)                                                                                                                                                    (10) 

and the differentiation of the original function corresponds to the multiplication of the image of the function by s. Let's 
consider another important property – the integration of the original. 

If g(t) = [f(τ)dτ]<-1>
0<τ<t,then under zero initial conditions g (t) <1> = f (t) and 

L[g(t)<1>] = L[f(t)] = s * L[g(t)] = s * L[[f(τ) dτ] <-1>
0 <τ< t]                                                                                          (11) 

Since L[f(t)] = F (s), then 

L [[f (τ)* dτ] <-1>
0<τ<t  = F(s)/s                                                                                                                                     (12) 

that is, the integration of the function corresponds to the division of the image F (s) by s. 

If for t→∞ the function f (t) increases no faster than M * eat, then
e-st * f (t) →0 for t→∞ and is equal to f (0), and
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Taking into account expressions (14) and (16), we can conclude that the operations of 
differentiation/integration of the original can be replaced by algebraic actions (multiplication/division by s) on their 
images [3]. Thanks to this replacement, this method has found the widest application in integral and differential 
calculus [4]. 

However, the case is of particular interest when the function is represented as 

L [f (t)] = F(s)/(s-k)                                                                                                                                                         (13) 

that is, the image is divided by (s-k). In this case, depending on k, we get fractional derivatives/integrals. For k> 0, 
fractional derivatives of the order k are formed, and for k <0, fractional integrals of the same multiplicity are formed. 

𝑆𝑆[𝑓𝑓(𝑡𝑡)] = F(s)
𝑠𝑠−𝑘𝑘

= 1/(Г(−𝑘𝑘))                                                                                                                                          (14) 

SL (x, k) = L [f (t)]                                                                                                                                                         (15) 

  
Let's consider some examples of the use of differential integral functions in solving approximation problems. 

Suppose must be approximated by a power series ряд_cos(x) in a neighborhood of the point x0, the function cos(x), 
and choose the polynomial coefficients a0...a5 so as to minimize the mean square error of approximation of this 
polynomial are: 

_cos(x) = a0 + a1∙x + a2∙x2+ a3∙x3 + a4∙x4 + a5∙x5                                                                                                        (16) 

and at the selected point is known for its derivatives and differentials, as an integer and the fraction. 

To do this, we fulfill the approximation conditions according to which the value of the polynomial _cos(x) and 
its fractional derivatives (for simplicity of calculation, only six (5) derivatives are used6

                                                             
6 To approximate in this case, it is to decompose into a power series using differential integral functions in the vicinity of the point x0, bearing in 
mind that these points are the values of the function f (x) = cos (x). 

. To increase the accuracy, you 
can use more, for example, several dozen derivatives, the computer allows it. Instead of derivatives, its integrals can 
also be used in the same way) in the vicinity of a given point x0, from the domain of the polynomial definition, should 
equal the corresponding values of the desired function cos(x) and its fractional derivatives (and integrals). 2 points 
are selected as points – x = 3 and x = 15. 

The fractional derivatives/integrals for the elements of the polynomial are defined as 

𝑆𝑆𝑆𝑆(𝑥𝑥,𝑛𝑛,𝑘𝑘) ≔ Г(𝑛𝑛+1)∙𝑥𝑥𝑛𝑛−𝑘𝑘

Г(𝑛𝑛+1−𝑘𝑘)
                                                                                                                                               (17) 

where x -is the matrix of diagnostic information; 
n - is the exponent of the polynomial; 
k- is a parameter that sets the multiplicity of the integral or the order of derivatives. 

Further, solving a linear algebraic equation of the form: 

                                                                                                                                                                   (18) 

we obtain the solution of this equation in the form of the desired coefficients a0...a5 (Application A Figure A.1). 

The solution was made in the MathCad program, the calculation listing is given for the point x = 3 and 
additionally for x = 15. 

Another example. In addition to the approximation at a point, using the differential integral functions, it is 
possible to approximate on a given segment. Examples of this approximation are given below. 

Let it be necessary to approximate, for simplicity, the known functions cos (x) and the exponent exp(x), as 
well as cos(x) on the plot 4 <x <6, as well as volume curves, according to the type of Fleicher-Manson or Robinson-
Dadson curves. For ease of calculation, we approximate 6 points for 2 cos (x) functions, 4 (four) points for the 
exponent exp(x) and 23 for volume curves. 

For a sine wave, the desired points will be of two types. In the first case, these are the points -5, -4, -2, 1, 3, 
5. In the second case, this is -5, -3, -1, 1, 3, 5. 
We will approximate the sinusoid with a polynomial (17). 

Exponent – exponent. 
 

These expressions (18) and (19) define fractional derivatives/integrals of order k, and are the differential 
functions of the desired function f(t). Examples of these functions are shown in Table 1.

a =A1-1·B1

© 2023    Global Journ als 
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For the first case, for points -5, -4, -2, 1, 3, 5 the initial data obtained by formula (17) will have the following form. 

 

As a result of calculating the series rjad_cos (x), we get the values of cos (x). 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_1_cos (𝑥𝑥) ≔ 𝑏𝑏20 + 𝑏𝑏21 + 𝑏𝑏22 ∙ 𝑥𝑥2 + 𝑏𝑏23 ∙ 𝑥𝑥3 + 𝑏𝑏24 ∙ 𝑥𝑥4 + 𝑏𝑏25 ∙ 𝑥𝑥5                                                                     (19)
 

The graphs of these two functions cos (x)
 
and rjad_1_cos(x) and some values of these graphs are shown in Figure 3.

 
 

Figure 3:
 
Values of the functions-rjad_1_cos (x)

 
and cos (x)

 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_1_cos (−5) = 0.284
 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_1_cos (−4) = −0.654
 

cos(−5) = 0.284
 

cos(−4) = −0.284
 

  

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_1_cos (−2) = −0.416
 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_1_cos (−1) = 0.54
 

cos(−2) = −0.416
 

cos(−1) = 0.54
 

  

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_1_cos (3) = −0.99
 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_1_cos (5) = 0.284
 

cos(3) = −0.99
 

cos(5) = 0.284
 

 

 

 

 

 

 

 

 

 

 

 

 

b2

0.615

0.207

0.257−

0.036−

9.731 10 3−
×

1.117 10 3−
×





















=

5− 0 5

2−

1−

1

2

rjad_1_cos x( )

cos x( )

2− 3

x

   A2

1

1

1

1

1

1

5−

4−

2−

1

3

5

25

16

4

1

9

25

125−

64−

8−

1

27

125

625

256

16

1

81

625

3125−

1024−

32−

1

243

3125



















:= B2

cos 5−( )

cos 4−( )

cos 2−( )

cos 1( )

cos 3( )

cos 5( )



















:= b2 A2 1− B2⋅:=
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For another cosine, for the values -5, -3, -1, 1, 3, 5 the initial data obtained by the formula (17) will have the 
following form: 

 

 
 
 

 
 
 
 
 
 
𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_2_ cos(𝑥𝑥) ≔ 𝑑𝑑0 + 𝑑𝑑1𝑥𝑥 + 𝑑𝑑2𝑥𝑥2 + 𝑑𝑑3𝑥𝑥3 + 𝑑𝑑4𝑥𝑥4 + 𝑑𝑑5𝑥𝑥5                                                                                          (20) 

The graphs of these two functions cos (x) and rjad_2_cos(x) and some values of these graphs are shown in Figure 4.  

Figure 4: Values of the functions - rjad_2_cos (x) and cos (x) 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_2_cos (−5) = 0.284
 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_2_cos (1) = 0.54
 

cos(−5) = 0.284
 

cos(1) = 0.54
 

  

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_2_cos (−3) = −0.99
 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_2_cos (−3) = −0.99
 

cos(−3) = −0.99
 

cos(3) = −0.99
 

  

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_2_cos (−1) = 0.54
 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_2_cos (5) = 0.284
 

cos(−1) = 0.54
 

cos(5) = 0.284
 

 

If we look at the same graphs in other coordinates, we can say that at these points the graphs coincide with 
their values, and at other points they do not, and they differ significantly. 

A3

SL _x0 _n0, 0, ( )
SL _x1 _n0, 0, ( )
SL _x2 _n0, 0, ( )
SL _x3 _n0, 0, ( )
SL _x4 _n0, 0, ( )
SL _x5 _n0, 0, ( )

SL _x0 _n1, 0, ( )
SL _x1 _n1, 0, ( )
SL _x2 _n1, 0, ( )
SL _x3 _n1, 0, ( )
SL _x4 _n1, 0, ( )
SL _x5 _n1, 0, ( )

SL _x0 _n2, 0, ( )
SL _x1 _n2, 0, ( )
SL _x2 _n2, 0, ( )
SL _x3 _n2, 0, ( )
SL _x4 _n2, 0, ( )
SL _x5 _n2, 0, ( )

SL _x0 _n3, 0, ( )
SL _x1 _n3, 0, ( )
SL _x2 _n3, 0, ( )
SL _x3 _n3, 0, ( )
SL _x4 _n3, 0, ( )
SL _x5 _n3, 0, ( )

SL _x0 _n4, 0, ( )
SL _x1 _n4, 0, ( )
SL _x2 _n4, 0, ( )
SL _x3 _n4, 0, ( )
SL _x4 _n4, 0, ( )
SL _x5 _n4, 0, ( )

SL _x0 _n5, 0, ( )
SL _x1 _n5, 0, ( )
SL _x2 _n5, 0, ( )
SL _x3 _n5, 0, ( )
SL _x4 _n5, 0, ( )
SL _x5 _n5, 0, ( )

























:=

d A3 1− B3⋅:=

5− 0 5

2−

1−

1

2

cos x( )

rjad_2_cos x( )

3− 1

x

  B3

cos 5−( )

cos 3−( )

cos 1−( )

cos 1( )

cos 3( )

cos 5( )



















:= _x

5−

3−

1−

1

3

5



















:=
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Figure 5: Values of the functions-rjad_1_cos (x) and cos (x) 

The values of these two functions-rjad_1_cos(x) and cos (x) in other coordinate systems coincide only in this 
section in ± 2π, and for other values of the argument they differ greatly. 
Figure 6 shows the values of these two functions rjad_2_cos(x) and cos (x). 

In the given figure shows that the values of these two functions rjad_2_cos(x) and cos (x) in different 
coordinate systems coincide only in this region of ± 6, and for other values of the argument vary greatly. 

This suggests that approximation by differential integral functions is possible both at a point and at a certain 
area. The approximation error is minimal and can be reduced by increasing the number of terms of the polynomial. 

 

Figure 6: Values of the functions-rjad_2_cos (x) and cos (x) 

 

 

 

 

 

 

 

 

 

 

 

 

10− 0 10

10−

10

rjad_1_cos x( )

cos x( )

2− 3

x

10− 0 10

10−

10

cos x( )

rjad_2_cos x( )

3− 1

x
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The exponent can be approximated by the exponent itself. An example is shown below in Figure 7. 

 

 
 
 

 
 
 

 

 

𝑟𝑟𝑟𝑟𝑓𝑓𝑑𝑑_ exp(𝑥𝑥) ∶= 𝑓𝑓0 + 𝑓𝑓1
 
𝑥𝑥 +

 
𝑓𝑓2𝑥𝑥2 + 𝑓𝑓3𝑥𝑥3                                                                                                                  

 
(21)

 

 
  

  

  

  

Figure 7 shows the values of these two functions - rjad_exp(x)
 
and exp (x).

 
 

Figure 7:
 
Values of the functions - rjad_exp (x) and exp (x)

 

 
 
 
 
 
 
 
 
 
 
 

k 1 2 7 10( )T:=

ek

2.718

7.389

1.097 103
×

2.203 104
×













=

5 10 15

2 104×

4 104×

rjad_exp x( )

ex

x

     

 
    

n 0 1 2 3

A1

10

20

70

100

11

21

71

101

12

22

72

102

13

23

73

103















:= B1

e1

e2

e7

e10















:= a A1 1− B1⋅:= a

1.19− 103
×

1.966 103
×

863.71−

89.924













=

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑒𝑒𝑒𝑒𝑒𝑒 (1) = 2.718 𝑒𝑒1 = 2.718

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑒𝑒𝑒𝑒𝑒𝑒 (2) = 7.389 𝑒𝑒2 = 7.389

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑒𝑒𝑒𝑒𝑒𝑒 (7) = 1.097 × 103 𝑒𝑒7 = 1.097 × 103

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟_𝑒𝑒𝑒𝑒𝑒𝑒 (10) = 2.203 × 104 𝑒𝑒10 = 2.203 × 104
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The graph of the cos(x) function on the section from x = 4 to x = 6 and the initial data are shown below in Figure 8. 

 
 
 
 
 
 
 
 
 
 

 

   

 
 
 
 
 
 

 

 

_cos x( ) a0 a1 x⋅+ a2 x2
⋅+ a3 x3

⋅+ a4 x4
⋅+ a5 x5

⋅+:=
                                                                                                      (22) 

 _cos (5) = 2,836622·10-1 
  

cos (5) = 2,836622·10-1
 

a A1 1− B1⋅:=

B1

cos µ 0.00
π

2
⋅+





cos µ 0.25
π

2
⋅+





cos µ 0.50
π

2
⋅+





cos µ 0.75
π

2
⋅+





cos µ 1.00
π

2
⋅+





cos µ 1.25
π

2
⋅+







































:=

The set point - μ  
  

 

 
 

k_1 1 1 10 6−
⋅+:= SL x k, n, ( )

xn k−
Γ n 1+( )⋅

Γ n k− 1+( )
:=

µ 5:=

A1

1

µ
0.25−

Γ 1( )⋅

Γ 1 0.25−( )

µ
0.5−

Γ 1( )⋅

Γ 1 0.5−( )

µ
0.75−

Γ 1( )⋅

Γ 1 0.75−( )

µ
k_1−

Γ 1( )⋅

Γ 1 k_1−( )

µ
1.25−

Γ 1( )⋅

Γ 1 1.25−( )

µ

µ
1 0.25−

Γ 2 0.25−( )

µ
1 0.5−

Γ 2 0.5−( )

µ
1 0.75−

Γ 2 0.75−( )

µ
1 1−

Γ 2 1−( )

µ
1 1.25−

Γ 2 1.25−( )

µ
2

2 µ
2 0.25−

⋅

Γ 3 0.25−( )

2 µ
2 0.5−

⋅

Γ 3 0.5−( )

2 µ
2 0.75−

⋅

Γ 3 0.75−( )

2 µ
2 1−

⋅

Γ 3 1−( )

2 µ
2 1.25−

⋅

Γ 3 1.25−( )

µ
3

6 µ
3 0.25−

⋅

Γ 4 0.25−( )

6 µ
3 0.5−

⋅

Γ 4 0.5−( )

6 µ
3 0.75−

⋅

Γ 4 0.75−( )

6 µ
3 1−

⋅

Γ 4 1−( )

6 µ
3 1.25−

⋅

Γ 4 1.25−( )

µ
4

24 µ
4 0.25−

⋅

Γ 5 0.25−( )

24 µ
4 0.5−

⋅

Γ 5 0.5−( )

24 µ
4 0.75−

⋅

Γ 5 0.75−( )

24 µ
4 1−

⋅

Γ 5 1−( )

24 µ
4 1.25−

⋅

Γ 5 1.25−( )

µ
5

120 µ
5 0.25−

⋅

Γ 6 0.25−( )

120 µ
5 0.5−

⋅

Γ 6 0.5−( )

120 µ
5 0.75−

⋅

Γ 6 0.75−( )

120 µ
5 1−

⋅

Γ 6 1−( )

120 µ
5 1.25−

⋅

Γ 6 1.25−( )
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Figure 8: Values of the functions  –  cos(x) and _cos (x) 

Additionally, the application of differential integration functions in music, curves of equal loudness, for 
example, Fletcher-Manson curves or Robinson-Dudson curves, Figure 9, is presented. 

 
 

 

_A

_SL i j, ( ) SL xi nj, 0, ( )←

i 0 11..∈for

j 0 11..∈for:=

 

 
 
 
 

             

 

4 4.5 5 5.5 6

1−

0.5−

0.5

1

cos x( )

_cos x( )

x

KRG

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
0
1
2

20 40 63 100 160 200 250 315 400 500 630 800 31·10 31.25·10 31.6·10 32·10 32.5·10 33.15·10 34·10 35·10 36.3·10 38·10 41·10 1.25·10
2.996 3.689 4.143 4.605 5.075 5.298 5.521 5.753 5.991 6.215 6.446 6.685 6.908 7.131 7.378 7.601 7.824 8.055 8.294 8.517 8.748 8.987 9.21 9.433

119 105.3 98.4 92.5 87.8 85.9 84.3 82.9 81.7 80.9 80.2 79.7 80 82.5 83.7 80.6 77.9 77.1 78.3 81.6 86.8 91.4 91.7 85.4

=

a __A 1−
( ) B⋅:=

n

0

1

2

3

4

5

6

7

8

9

10

11

































:= x

2.996

4.143

5.753

6.685

6.908

7.378

7.824

8.055

8.517

8.987

9.21

9.433

































:= y

119

98.4

82.9

79.7

80

83.7

77.9

77.1

81.6

91.4

91.7

85.4

































:=

 
  

 

 

   
i 0 23..:=

SL x n, k, ( )
xn k−

Γ n 1+( )⋅

Γ n k− 1+( )
:= 0 2, 7, 11, 12, 14, 16, 17, 19, 21, 22, 23, j 0 23..:=

k 0:=
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rjad x( ) a0 a1 x⋅+ a2 x2
⋅+ a3 x3

⋅+ a4 x4
⋅+ a5 x5

⋅+ a6 x6
⋅+ a7 x7

⋅+ a8 x8
⋅+ a9 x9

⋅+ a10 x10
⋅+ a11 x11

⋅+:=                     (23) 

__A

SL x0 n0, k, 

( )SL x1 n0, k, 

( )SL x2 n0, k, 

( )SL x3 n0, k, 

( )SL x4 n0, k, 

( )SL x5 n0, k, 

( )SL x6 n0, k, 

( )SL x7 n0, k, 

( )SL x8 n0, k, 

( )SL x9 n0, k, 

( )SL x10 n0, k, 

( )SL x11 n0, k, 

( )

SL x0 n1, k, 

( )SL x1 n1, k, 

( )SL x2 n1, k, 

( )SL x3 n1, k, 

( )SL x4 n1, k, 

( )SL x5 n1, k, 

( )SL x6 n1, k, 

( )SL x7 n1, k, 

( )SL x8 n1, k, 

( )SL x9 n1, k, 

( )SL x10 n1, k, 

( )SL x11 n1, k, 

( )

SL x0 n2, k, 

( )SL x1 n2, k, 

( )SL x2 n2, k, 

( )SL x3 n2, k, 

( )SL x4 n2, k, 

( )SL x5 n2, k, 

( )SL x6 n2, k, 

( )SL x7 n2, k, 

( )SL x8 n2, k, 

( )SL x9 n2, k, 

( )SL x10 n2, k, 

( )SL x11 n2, k, 

( )

SL x0 n3, k, 

( )SL x1 n3, k, 

( )SL x2 n3, k, 

( )SL x3 n3, k, 

( )SL x4 n3, k, 

( )SL x5 n3, k, 

( )SL x6 n3, k, 

( )SL x7 n3, k, 

( )SL x8 n3, k, 

( )SL x9 n3, k, 

( )SL x10 n3, k, 

( )SL x11 n3, k, 

( )

SL x0 n4, k, 

( )SL x1 n4, k, 

( )SL x2 n4, k, 

( )SL x3 n4, k, 

( )SL x4 n4, k, 

( )SL x5 n4, k, 

( )SL x6 n4, k, 

( )SL x7 n4, k, 

( )SL x8 n4, k, 

( )SL x9 n4, k, 

( )SL x10 n4, k, 

( )SL x11 n4, k, 

( )

SL x0 n5, k, 

( )SL x1 n5, k, 

( )SL x2 n5, k, 

( )SL x3 n5, k, 

( )SL x4 n5, k, 

( )SL x5 n5, k, 

( )SL x6 n5, k, 

( )SL x7 n5, k, 

( )SL x8 n5, k, 

( )SL x9 n5, k, 

( )SL x10 n5, k, 

( )SL x11 n5, k, 

( )

SL x0 n6, k, 

( )SL x1 n6, k, 

( )SL x2 n6, k, 

( )SL x3 n6, k, 

( )SL x4 n6, k, 

( )SL x5 n6, k, 

( )SL x6 n6, k, 

( )SL x7 n6, k, 

( )SL x8 n6, k, 

( )SL x9 n6, k, 

( )SL x10 n6, k, 

( )SL x11 n6, k, 

( )

SL x0 n7, k, 

( )SL x1 n7, k, 

( )SL x2 n7, k, 

( )SL x3 n7, k, 

( )SL x4 n7, k, 

( )SL x5 n7, k, 

( )SL x6 n7, k, 

( )SL x7 n7, k, 

( )SL x8 n7, k, 

( )SL x9 n7, k, 

( )SL x10 n7, k, 

( )SL x11 n7, k, 

( )

SL x0 n8, k, 

( )SL x1 n8, k, 

( )SL x2 n8, k, 

( )SL x3 n8, k, 

( )SL x4 n8, k, 

( )SL x5 n8, k, 

( )SL x6 n8, k, 

( )SL x7 n8, k, 

( )SL x8 n8, k, 

( )SL x9 n8, k, 

( )SL x10 n8, k, 

( )SL x11 n8, k, 

( )

SL x0 n9, k, 

( )SL x1 n9, k, 

( )SL x2 n9, k, 

( )SL x3 n9, k, 

( )SL x4 n9, k, 

( )SL x5 n9, k, 

( )SL x6 n9, k, 

( )SL x7 n9, k, 

( )SL x8 n9, k, 

( )SL x9 n9, k, 

( )SL x10 n9, k, 

( )SL x11 n9, k, 

( )

SL x0 n10, k, 

( )SL x1 n10, k, 

( )SL x2 n10, k, 

( )SL x3 n10, k, 

( )SL x4 n10, k, 

( )SL x5 n10, k, 

( )SL x6 n10, k, 

( )SL x7 n10, k, 

( )SL x8 n10, k, 

( )SL x9 n10, k, 

( )SL x10 n10, k, 

( )SL x11 n10, k, 

( )

SL x0 n11, k, 

( )SL x1 n11, k, 

( )SL x2 n11, k, 

( )SL x3 n11, k, 

( )SL x4 n11, k, 

( )SL x5 n11, k, 

( )SL x6 n11, k, 

( )SL x7 n11, k, 

( )SL x8 n11, k, 

( )SL x9 n11, k, 

( )SL x10 n11, k, 

( )SL x11 n11, k, 

( )







:=

 
B

119

98.4

82.9

79.7

80

83.7

77.9

77.1

81.6

91.4

91.7

85.4
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Figure 9: Curves of equal loudness _y, dB and a curve approximating them rjad( x), Hertz 

From the materials presented in the figures, it can be seen that for a given number of points, the 
approximation is satisfactory. 

IV. Conclusions 

Differential integral functions, this is the Riemann-Liouville differential integral, written in a convenient form, 
as a function of two variables7

                                                             
7 There may be other parameters, for example, integration limits, constants, etc. 

: the usual argument x and the parameter k, which sets the multiplicity of the integral 
or the order of the derivative. These functions allow you to calculate the desired integral or derivative by substituting 
the parameter k into the established formula. The formula does not change, only one parameter changes. Classical 
tables of integrals and differentials are not required. Only tables of pre-prepared formulas of differential functions are 
used, which can be represented in simple calculations in the form of icons, and in the form of SL (x, k) functions in 
computer programs written in programming languages such as VBasic, C++, Excel, MathCad, Python, etc. 

These differential integral functions are of great practical importance, for example, they allow us to 
approximate a certain given function in the vicinity of the desired point (by the type of decomposition into a Taylor, 
Maclaurin, Fourier series or Z transformation) or on a segment. At the same time, the conditions of equality of not 
only the function itself, but also the selected derivatives and differentials, integer and fractional, are observed at the 
desired approximation points themselves. 

Examples of approximation of some elementary functions are shown, for example, using a standard 
polynomial. It is also possible to approximate trigonometric, power functions and their combinations. 

To simplify working with differential integral functions, they can be represented in two forms: for a graphic 
image-as a function with angle brackets, and for writing in the program text-as a function SL (x, k) of two or more 
arguments (Application B). 
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Application A 

 
 
 

 
 
 

 
 
 

 
 
 

 
 

 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
  

   
  

 
   

 

 
 

 

 

 

 

 

 

 

 

 

      _cos (3) = -9,899925 x 10-1

cos (3) = -9,899925 x 10-1

k = 0 ->

k = 0,25 ->

k = 0,50 ->

k = 0,75 ->

k = 1,00 ->

k = 1,25 ->

The set point - μ

k_1 1 1 10 6−
⋅+:=

SL x k, n, ( )
xn k−

Γ n 1+( )⋅

Γ n k− 1+( )
:=

µ 3:=

B1

cos µ 0.00
π

2
⋅+





cos µ 0.25
π

2
⋅+





cos µ 0.50
π

2
⋅+





cos µ 0.75
π

2
⋅+





cos µ 1.00
π

2
⋅+





cos µ 1.25
π

2
⋅+







































:=

1 2 3 4 5
2−

1.5−

1−

0.5−

0

0.989−
cos x( )

_cos x( )

3

x

13 14 15 16 17
2−

1.5−

1−

0.5−

0

0.759−cos x( )

_cos x( )

15

x

A1

1

µ
0.25−

Γ 1( )⋅

Γ 1 0.25−( )

µ
0.5−

Γ 1( )⋅

Γ 1 0.5−( )

µ
0.75−

Γ 1( )⋅

Γ 1 0.75−( )

µ
k_1−

Γ 1( )⋅

Γ 1 k_1−( )

µ
1.25−

Γ 1( )⋅

Γ 1 1.25−( )

µ

µ
1 0.25−

Γ 2 0.25−( )

µ
1 0.5−

Γ 2 0.5−( )

µ
1 0.75−

Γ 2 0.75−( )

µ
1 1−

Γ 2 1−( )

µ
1 1.25−

Γ 2 1.25−( )

µ
2

2 µ
2 0.25−

⋅

Γ 3 0.25−( )

2 µ
2 0.5−

⋅

Γ 3 0.5−( )

2 µ
2 0.75−

⋅

Γ 3 0.75−( )

2 µ
2 1−

⋅

Γ 3 1−( )

2 µ
2 1.25−

⋅

Γ 3 1.25−( )

µ
3

6 µ
3 0.25−

⋅

Γ 4 0.25−( )

6 µ
3 0.5−

⋅

Γ 4 0.5−( )

6 µ
3 0.75−

⋅

Γ 4 0.75−( )

6 µ
3 1−

⋅

Γ 4 1−( )

6 µ
3 1.25−

⋅

Γ 4 1.25−( )

µ
4

24 µ
4 0.25−

⋅

Γ 5 0.25−( )

24 µ
4 0.5−

⋅

Γ 5 0.5−( )

24 µ
4 0.75−

⋅

Γ 5 0.75−( )

24 µ
4 1−

⋅

Γ 5 1−( )

24 µ
4 1.25−

⋅

Γ 5 1.25−( )

µ
5

120 µ
5 0.25−

⋅

Γ 6 0.25−( )

120 µ
5 0.5−

⋅

Γ 6 0.5−( )

120 µ
5 0.75−

⋅

Γ 6 0.75−( )

120 µ
5 1−

⋅

Γ 6 1−( )

120 µ
5 1.25−

⋅

Γ 6 1.25−( )



































:=

a A1 1− B1⋅:= _cos x( ) a0 a1 x⋅+ a2 x2
⋅+ a3 x3

⋅+ a4 x4
⋅+ a5 x5

⋅+:=

_cos 15( ) 7.596879− 10 1−
×=

cos 15( ) 7.596879− 10 1−
×=

Figure A.1: Decomposition of the function cos (x) into a series _cos(x) in the vicinity of two different points μ =3
and μ = 15

The system consists of the polynomial cos (x) and its six fractional derivatives ki, with a maximum multiplicity 
of 1.25. The order of the derivatives of k changes after 0.25.
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Application B

Differential integral functions of SL().
The text of the VBasic program for calculating the differentialfunctions of SL() is given below.

The text of the program in VBasic for calculating the differential functions of SL ().

Option Explicit

Dim n, k As Double
Dim in_n, in_k As Double
Dim Message1, Title1, Default, MyValue
Dim Message2, Title2
Dim MathcadObj
Dim MCWSheet

Private Sub Form_Load ()
Form1.Enabled = True
Form1.Cls
Form1.Visible = False
Form1.Appearance = 0
Form1.WindowState = 2
Call nk
End Sub

Private Sub nk ()
Message1 = "Enter the degree <n> for the power function y = x^n"
Title1= "Default n =2"
Default= "2"
MyValue = InputBox (Message1, Title1, Default)
n = CDbl (MyValue)
'---------------------------------------------------
Message2 = ""Enter K. If K < 0, then it is an integral of multiplicity K, and if K > 0, then it is a derivative of order K"
k = InputBox (Message2, Title1, Default)
Call Gam
End Sub

Private Sub Gam()
'Setting a custom function
Set MathcadObj = OLE1.object
Set MCWSheet = MathcadObj.Worksheet
in_n = n
in_k = k
Call MathcadObj.setcomplex("in_n", n, 0)
Call MathcadObj.setcomplex("in_k", k, 0)
'Recalculating results in MathCad and getting a custom SLFunctions function
Call MathcadObj.Recalculate
'End of the program
Dim Msg, Style, Title, Response
Msg = "Continue? Yes"
Style = vbYesNo + vbCritical + vbDefaultButton2
Title = "The program has finished working. Viewing the result"
Response = MsgBox (Msg, Style, Title)
If Response = 6 Then Form1.Enabled = False
Set MathcadObj = Nothing
Set MCWSheet = Nothing
End
End Sub
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Below, as an example, is a table (Table 1) with the results of calculating the differential functions on VBasic, 
where n is the exponent of the power function, and k is the parameter of the differential function. For k < 0 it is a 
fractional integral, k = 0 is the parent function, and for k > 0 it is a fractional derivative. 

Table B.1: Values of functions x0,123, x2, x12,3 and sin(x) 

  n k Figure 

(0,123) <-1,93> 
Fractionalintegral 1.1 

 

SLFunction n=0,123 
k=-1,93.pdf

 

0,123 -1,93 

 

0,123 <0> 
Maternalfunction No. 

1 
 

SLFunction n=0,123 
k=0.pdf

 

0,123 0 

 

PDF File
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(0,123)<0,37> 
Fractionalderivative 

1.1 

SLFunction n=1,234 
k=0,37.pdf

 

0,123 0,37 

 

2<-2> 
The two-foldintegral 

2.1 

 

2 -2 
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2 <-1,64> 
Fractionalintegral 2.2 

SLFunction n=2 
k=-1,64.pdf

 

2 -1,64 

 

2 <-1> 
Singleintegral 2.3 

 

2 -1 
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2 <0> 
Maternal 

functionNo.2 
 

 

2 0 

 

2 <1> 
The firstderivative 

2.1 

SLFunction n=2 
k=1.pdf

 

2 1 
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2 <1,75> 
Fractionalderivative 

2.2 
 

SLFunction n=2 
k=1,75.pdf

 

2 1,75 

 

2 <2> 
The 

secondderivative 2.3 
 

SLFunction n=2 
k=2.pdf

 

2 2 
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(12,34)<-0,45> 
Fractionalintegral 3.1 

 

SL Fun 12,34 
-0,45.xmcd

 

12,34 -0,45 

 

12,34<0> 
Maternal 

functionNo.3 
 

SL Fun 12,34 0.xmcd

 

12,34 0 
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(12,34)<1,75> 
Fractionalderivative 

3.1 
 

SL Fun 12,34 
1,75.xmcd

 

12,34 1,75 

 

sin(x)<-1,64> 
Fractionalintegral 4.1 

 

sin x -1,64.pdf

 

 -1,64 
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sin(x) <0> 
Maternal 

function No.4 
 

sin x 0.pdf

 

 0 

 

sin(x) <1,75> 
Fractionalderivative 

4.1 
 

sin x 1,75.pdf

 

 1,75 
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this, the model parameters, which are unknown values, are considered. In this uncertain 
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Unconstrained Quadratic Programming Problem 
with Uncertain Parameters 

Sie Long Kek α, Fong Peng Lim σ & Harley Ooi ρ 

Abstract- In this paper, an unconstrained quadratic 
programming problem with uncertain parameters is 
discussed. For this purpose, the basic idea of optimizing the 
unconstrained quadratic programming problem is introduced. 
The solution method of solving linear equations could be 
applied to obtain the optimal solution for this kind of problem. 
Later, the theoretical work on the optimization of the 
unconstrained quadratic programming problem is presented. 
By this, the model parameters, which are unknown values, are 
considered. In this uncertain situation, it is assumed that these 
parameters are normally distributed; then, the simulation on 
these uncertain parameters are performed, so the quadratic 
programming problem without constraints could be solved 
iteratively by using the gradient-based optimization approach. 
For illustration, an example of this problem is studied. The 
computation procedure is expressed, and the result obtained 
shows the optimal solution in the uncertain environment. In 
conclusion, the unconstrained quadratic programming 
problem, which has uncertain parameters, could be solved 
successfully. 
Keywords: quadratic programming, gradient approach, 
uncertain parameters, risk simulator, the system of linear 
equations. 

I. Introduction 

n nonlinear optimization, quadratic programming is 
the most simple optimization problem, and its 
applications have been widely studied [1], which are 

ranged from engineering [2, 3, 4] to business [5, 6, 7]. 
For allocating resources, the quadratic programming 
problem, which has an objective function in the 
quadratic form and subject to a set of constraints, is 
employed. Consequently, a quantitative decision could 
be made by referring to the optimal solution obtained 
from solving the quadratic programming problem, 
especially with the fuzzy parameters [8, 9, 10]. Also, the 
computational techniques for solving the quadratic 
programming problem under the probabilistic 
environment [11] and the related robust solution [12] are 
actively studied. 

By the use of quadratic programming, this 
paper aims to discuss the uncertain parameters, which 
are   presented   in   quadratic   programming    problem 
 
 
Author α: Universiti Tun Hussein Onn Malaysia, Pagoh Campus, Muar, 
Johor, Malaysia. e-mail: slkek@uthm.edu.my   
Author σ: Universiti Putra Malaysia, Serdang, Seri Kembangan, 
Selangor, Malaysia. e-mail: fongpeng@upm.edu.my 

   
 

without constraints. In doing so, a general 
unconstrained quadratic programming problem [13, 14, 
15, 16] is considered, and the analytical solution is 
discussed. In the uncertain parameters, the analytical 
solution does not exist unless an assumption of knowing 
these uncertain parameters is made. Hence, the 
quadratic programming problem could be handled 
practically, where the uncertain parameters are 
assumed to be normally distributed. On this basis, the 
simulation [17] is performed on the uncertain 
parameters to give a possible optimal solution to the 
quadratic programming problem. 

The paper is organized as follows. In Section 2, 
the unconstrained quadratic programming problem is 
described in general, and the analytical solution is 
provided. In Section 3, the presence of the uncertain 
parameters in the quadratic programming problem is 
taken into consideration. These parameters are 
assumed from the normal distribution, and the 
simulation is made to identify these parameters. The 
solution procedure is then summarized. In Section 4, an 
illustrative example is further discussed. Finally, a 
concluding remark is made. 

II. Problem Statement 

Consider a general unconstrained quadratic 
programming problem [13, 14], given by 

Minimize      
T T( )f c= + +x x Ax b x                   (1) 

where 
n∈ℜx  is an n-vector of decision variables, 

n n×∈ℜA  is a symmetry positive definite matrix, 
n∈ℜb  is an n-vector of coefficients, and c∈ℜ  is a 

constant. Under the certainty situation, the values for 
parameters A, b, and c are known and complete. Thus, 
to determine the optimal solution of the problem in (1), 
the first-order necessary condition [15, 16],  

( )f∇ =x 0                              (2) 

is derived from giving   

+ =Ax b 0 .                           (3) 

Note that (3) is a system of linear equations, 
and its solution can be obtained from  

 

I 
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1−= −x A b .                           (4) 

However, the analytical solution given by (4) 
would not exist if the parameters A, b, and c are 
unknown and incomplete information. From this point of 
view, a computational procedure is required to handle 
these uncertain parameters, so the unconstrained 
quadratic programming could be solved in practice. 

III. Optimization Modelling Approach 

Now, assume that the uncertain parameters are 
normally distributed, where mean and covariance are 
known necessarily [17, 18, 19]. Therefore, a simulation 
procedure is properly performed in handling these 
uncertain parameters. It is followed by using any 
optimization gradient techniques to solve the 
unconstrained quadratic programming problem for the 
possible optimal solution. 

a) Uncertain Parameters Simulation 
Suppose the values of the elements in the 

matrix 
( )ija=A

 and the vector ( ),ib=b
for 

1,2, , ,i n=   and 1,2, , ,j n=   are unknown, and 

these values are defined in the uncertainty set U , that 
is,  

{ , }ij iU a b=
                              (5) 

where  

2( , )ij a aa m σΝ
   and   

2( , )i b bb m σΝ         (6) 

are assumed to be normally distributed with am
 is the 

mean vector and 
2
aσ  is the covariance matrix for the 

elements of the matrix 
( )ija=A

, and bm
 is the mean 

vector and 
2
bσ  is the covariance matrix for the elements 

of the vector 
( )ib=b

.  
By considering the simulation of the normal 

distribution, the uncertain parameters are determined 
from  

,ij a a aa m z ασ= +
                        

(7)
 

,i b b bb m z ασ= +
                        

(8)
 

where α  is the confidence level, ,az α  is the z-score at 

the confidence level α  for the parameters ija
, and ,bz α  

is the z-score at the confidence level α  for the 

parameters ib
. 

b) Calculation Solution Procedure  
After the simulation is carried out to the 

uncertain parameters, the unconstrained quadratic 
programming problem is solved by using the 
optimization gradient approach [13, 15], which is given 
by 

( 1) ( ) ( )k k k
k fβ+ = + ⋅∇x x                     (9) 

where kβ  represents the step size at the iteration 
number k, calculated from   

( ) ( )arg min ( ( ))k k
k f fβ β= + ⋅∇x x         

(10)
 

and  

  
( ) ( )( )k kf f∇ =∇ x                         

(11)
 

is the gradient function at 
( )kx , that is,  

( ) ( )( )k kf∇ = +x Ax b .                     (12) 

 From the discussion above, the calculation 
procedure for solving the unconstrained quadratic 
programming problem, where uncertain parameters 
exist, is summarized as follows. 

Algorithm 1 
  

  
  

Step 1 Simulate the uncertain parameters ija
 and ib

, 
respectively, from (7) and (8). 
Step 2 Calculate the gradient from (12). 

Step 3 Compute the parameter kβ  from (10).  

Step 4 Obtain the optimal solution 
( 1)k+x  from (9). 

Step 4 Evaluate the value of the objective function 
( 1)( )kf +x  from (1).   

Step 5 Update the simulation trial number. If 
( )|| ||kf ε∇ < , stop the calculation, else, set 1k k= + , 

and repeat from Step 1.    

Remark 
The optimal solution to the unconstrained 

quadratic programming problem would be different for 
each simulation cycle. Hence, the simulation values for 
the decision variable are determined by solving the 
unconstrained quadratic problem. For this reason, the 
possible optimal solution shall be preferred in this 
situation. 

 
 
 
 

Unconstrained Quadratic Programming Problem with Uncertain Parameters

~ ~

Data A, b, c, ma, σa, mb, and σb. Set the iteration 

number k = 0, the initial value 
(0)x ,  the tolerance ε, and 

the number of simulation trials n. 
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IV. Illustrative Example 

Consider a quadratic programming problem 
with no constraint [14, 16] given by 

Minimize 1 2 3( , , )f x x x
  

   

2 2 2
1 2 3

5 7 3
2 2

x x x= + +
1 2 1 33x x x x+ +

                          

  2 32x x+ 1 2 34 9 8 10x x x+ + + +
            

(13)
 

This problem is solved by using the risk 
simulator software [18, 19, 20]. With the complete 
information of the matrix A and the vector b, the optimal 

solution is
T(0.0, 1.0, 1.0)− − , and the objective function 

has a minimum value of 1.50.  
For the uncertain situation, two cases are further 

investigated. In Case 1, only the matrix A is assumed to 
have an uncertain value of entries, while in Case 2, both 
matrix A and vector b are assumed to have uncertain 
entries. The number of simulation trials is set to 500, and 
the number of optimization runs is set to 20. 

Case 1:  
Assume that the parameters in matrix A have 

mean and standard deviation given by 

5 1 3
1 7 2
3 2 6

am
 
 =  
 
   and 

0.5 0.1 0.3
0.1 0.7 0.2
0.3 0.2 0.6

aσ
 
 =  
 
 

.  (14)

 

Suppose 
T(4,9,8)=b  and c = 10 are known. 

The simulation results for the decision variables and the 
objective function are shown in Table 1 and Table 2. 

Table 1: Simulation Result for Decision Variables,       
Case 1 

Decision 
Variable 

Initial Value Final Value Mean Value 

1x
 

-0.00105 0.00068 0.000277 

2x
 

-1.00107 -1.01098 -1.00118 

3x
 

-0.99732 -0.99795 -0.99865 

Table 2: Simulation Result for Objective Function,          
Case 1 

Objective 
Function 

Initial value Final Value 
Iteration 

Numbers 

⨍ 1.46040 1.46006 6 

The graphical result for the objective function ⨍ 
is shown in Fig. 1, while the simulation values for 
decision variables X1, X2, and X3 are shown in Figs. 2, 3, 
and 4, respectively. Notice that the figures’ bars 

represent the respective simulation values, and the lines 
show the relative cumulative distribution values.   

Case 2: 
To observe the possible results that might be 

obtained under the uncertainty, consider the entries of 
the matrix A has mean and covariance as given in (14), 
and assume the entries of the vector b is normally 
distributed with mean and variance given by  

4
9
8

bm
 
 =  
 
   and 

0.4
0.9
0.8

bσ
 
 =  
 
  .                

(15)

 

Table 3 and Table 4 show the simulation results 
for the decision variables and the objective function, 
respectively.    

Table 3: Simulation Results for Decision Variables,      
Case 2 

Decision 
Variable 

Initial Value Final Value 
Mean 
Value 

1x
 

-0.01137 -0.00226 -0.0019 

2x
 

-1.00806 -0.99402 -1.00016 

3x
 

-0.97891 -0.98902 -0.99607 

Table 4: Simulation Result for Objective Function,           
Case 2 

Objective 
Function 

Initial value 
Final 
Value 

Iteration 
Numbers 

f  1.63204 1.63127 9 

The graphical result of the objective function 
and the simulation values for the decision variables X1, 
X2, and X3 are shown in Figs. 5, 6, 7, and 8, respectively. 
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Fig. 1: Objective function, Case 1 

 

Fig. 2: Simulation values for decision variable X1, Case 1. 

 

Fig. 3: Simulation values for decision variable X2, Case 1. 
 

Unconstrained Quadratic Programming Problem with Uncertain Parameters
G
lo
ba

l 
Jo

ur
na

l 
of

R
es
ea

rc
he

s 
in
 E

ng
in
ee

ri
ng

  
  

Vo
lu
m
e 

X
xX
II
I 
Is
su

e 
I 
V
 er
si
on

 I
  

  
 

  

36

Y
e
a
r

20
23

 © 2023    Global Journ als

  
 

(
)

I



 

Fig. 4: Simulation values for decision variable X3, Case 1. 

 

Fig. 5: Objective function, Case 2. 

 

Fig. 6: Simulation values for decision variable X1, Case 2. 
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Fig. 7: Simulation values for decision variable X2, Case 2. 

 

Fig. 8: Simulation values for decision variable X3, Case 2. 

Therefore, assuming the uncertain parameters 
are normally distributed and applying the simulation 
procedure, the unconstrained quadratic programming 
problem could be solved in advance. The possible 
optimal solution obtained mainly depends on the 
simulation performed to the uncertain parameters and 
the gradient approach used. 

V. Concluding Remarks 

This paper has discussed the unconstrained 
quadratic programming problem with the presence of 
uncertain parameters. It is assumed that these 
parameters are normally distributed, and their values are 
determined from the simulation process. Accordingly, 
the unconstrained quadratic programming problem is 
solved by using the optimization gradient approach. The 
resulted simulation values of decision values are 
identified to obtain the possible optimal solution to the 
problem. In conclusion, the computation procedure 
used could handle the uncertain quadratic programming 
problem practically. For future research direction, it is 
recommended to cover the constraints, both for equality 
and inequality constraints, in solving the quadratic 
programming problems.   
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Felix Schwering α, Gerald Whitman σ & Henry Tsai ρ 

Abstract- A new full wave theory for scattering by one 
dimensional perfectly conducting rough surface has been 
formulated recently. It provides enhanced physical insights 
into rough surface scattering processes, includes multiple 
scattering effects, quantifies field errors and furnishes a 
quantitative measure of the method’s accuracy, permits a 
systematic procedure for obtaining higher-order terms in the 
iterative solution of the scatter problem, and satisfies 
reciprocity using only the first-order solution. The first- order 
solution of this new full wave method has been shown to 
reduce to the small perturbation and the Kirchhoff 
approximation in their regions of validity. It has also been 
numerically applied to surfaces with Gaussian height and 
slope variations and shown to be more accurate than the 
small-perturbation and the Kirchhoff methods in regions where 
neither are considered valid. This paper extend the theory to 
the more general and important case of scattering by a 
dielectric interface, where one of the two halfspaces is lossy. 

I. Formulation of Problem by use of        
CC-Method 

ubject of this paper is a new theory of scattering 
from rough dielectric surfaces of the type shown in 
Fig 1. The interface between an air halfspace and 

a dielectric halfspace is rough over a length 2L and 
planar beyond this region. The roughness profile is one-
dimensional, i.e. the local height D varies with z but is 
constant with y. 

A  plane  wave  is  incident  under  the  angle  ϕ0  
upon the interface; it may be incident from above or 
below. This incident wave and the resulting scattering 
field are TE- polarized, i.e. these fields consist of 
components Ey, Hx and Hz.  

The technique used in this paper to formulate 
the problem is the Correction Current (CC) method, a 
new full wave method which has recently been 
established for plane wave scattering from metal 
surfaces [1] and subsequently extended to dielectric 
surfaces, with the lower halfspace at first assumed to be 
lossless but in the work presented here allowed to be 
lossy1. 
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Fig. 1: Scatter Problem Geometry 

The CC-method defines a primary field and a 
complete system of scatter fields, called radiation 
modes. Each of these fields consists of an incident, 
reflected and transmitted plane wave. These component 
waves, however, are modified such that each of the 
radiation modes as well as the primary field satisfies the 
boundary conditions at the interface, individually and 
rigorously. Since these fields are simple in structure (i.e. 
consisting of suitably modified plane waves) and 
comply with the boundary conditions at the rough 
interface, they will no longer satisfy Maxwell’s 
equations 1 . This is remedied by introducing fictitious 
current distributions, called passive currents that are 
assumed to be associated with each of these fields and 
chosen such that they exactly cancel the field errors of 
these fields; the passive current distribution of course 
varies from mode to mode. Thus, while not being 
solutions of Maxwell’s source free equations, the 
primary field and radiation modes are solutions of 
Maxwell’s equations with sources2

 
 

 
 

 

. The passive currents 
exist only in the corrugation region |Z| ≤ L; outside this 
region, where the interface is planar, the primary field 
and radiation modes are exact solutions of Maxwell’s 
source free equations and no correction is needed. 

S 

Air 
Halfspace 

   

φ
 

z 
0 

2L 

Dielectric 
Halfspace 

     

New Full Wave Theory for Plane Wave 
Scattering by a Rough Dielectric Suface – The 

Correction Current Method

                                                          
1 For a review of established theoretical methods for the analysis of 
rough surface scattering see [2]-[4].
2 Alternatively, the passive currents may be interpreted as quantifying 
the field errors.
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In addition, it is assumed that each radiation 
mode is generated by an “active” sheet current 
distribution residing in a plane z =  termed the reference 
plane of this mode. These reference planes exist in the 
corrugation region |Z| ≤ L only, and all active currents of 
the mode system are limited to the same region as the 
passive currents. An important feature of these active 
currents is that taken together they form a complete 
orthogonal system so that any (passive) current 
distribution in the region |Z| ≤ L can be expanded into, or 
nullified by the active currents. 

The total field is then written as a superposition 
of the primary field and the radiation modes. This 
combined field, of course, is not allowed to contain any 
active or passive current distribution, and this “zero-
current” condition is then used to determine the 
unknown amplitudes of the radiation modes by an 
iterative procedure which in, a step-by-step fashion, 
eliminates the passive currents of the primary field and 
the radiation modes by the active currents of the 
radiation modes. The completeness, mentioned above, 
of the active currents allows us to do this consistently. 
The resulting combined field will satisfy the boundary 
conditions at the interface and the radiation condition at 
infinity while all active and passive currents are 
eliminated by mutual compensation. Thus the combined 
field is the solution of the scatter problem. For numerical 
efficiency, the iterative process is typically cut-off after 
the first iteration. 

Using this approach the dielectric surface 
scatter problem has recently been solved for the case 
that the dielectric halfspace is loss free. Scattering 
patterns have been obtained in the form of single 
integrals over elementary functions which are easily 
evaluated numerically. The patterns have been 
computed for both deterministic and random rough 
surfaces. Comparison with the corresponding patterns 
obtained by a Method of Moments (MoM) procedure 
has shown that the first order iteration theory is of good 
accuracy over a wide parameter region. A paper 
reporting on this study, which was conducted at 
CERDEC and NJIT, is close to completion and will be 
submitted for publication in the near future. 

The extension of the theory to lossy dielectrics 
is currently pursued under the 2007 In-house Laboratory 
Independent Research (ILIR) program. This extension is 
not straight forward, however. The problem geometry 
consists of two halfspaces; and two groups of radiation 
modes are required for full characterization of the 
problem. This holds for the lossy as well as for the 
lossless case. But when these two mode groups for the 
lossy case are defined in direct analogy to the two mode 
groups for the lossless case one of the groups diverges, 
i.e. increases exponentially with |x|, which is 
unacceptable. Hence the radiation modes need to be 
redefined, which has a significant effect on the theory. In 

the development of this theory it is consistently assumed 
that [ε r ] is finite; it may be small, but is not allowed to 
be arbitrarily small. Comparison to the results of the 
lossless theory will be made only after all formulas for 
fields and radiation patterns have been fully established. 

II. Analytical Results and Discussion 

In the following it is assumed that the incident 
plane wave is situated in the upper (air) halfspace. If it is 
located in the lower halfspace, the expressions obtained 
for fields and patterns will be different, of course. But the 
overall trends observed are similar. 

It is interesting to note that the scatter fields 
associated with the two locations of the incident wave 
are related by a simple symmetry relation. Assume that 
a plane wave of amplitude 𝐸𝐸0 and phase constant (in the 
z-direction) incident in the air halfspace – generates a 
scatter field β0 – 𝐸𝐸s(x,z;k0,kε, D(z)). Assume, furthermore, 
that a plane wave of amplitude Eε and phase constant βε 
– incident in the dielectric halfspace – creates a scatter 
field  𝐸𝐸�y

s(x,z;k0,kε, D(z)). Then these two scatter fields are 
related by the condition. 

 
 
 

for βε = β0
 

with kε = k0
 √ε 𝑟𝑟

 

This relation holds for all x and z, i.e. in both 
halfspaces. Thus, if 𝐸𝐸y

s has been determined
 
𝐸𝐸�y

s, follows 
by a simple substitution of coordinates and 
parameters3

 
   

   
 

  

; and vice versa.
 

Symmetry relation (1) must be satisfied for the 
exact scatter fields. But it is satisfied already for the first 
order iteration approximation used in this paper which 
may be taken as an indication that the first order method 
is of good accuracy.

 

In this first order approximation the CC-theory 
leads to the following expression for the scatter field in 
the upper (air) halfspace x >

 
D:

 
 
 
 
 
 
 
 
 
 
 
 

 

( ) ( )
)1(

),,;,(),,;,(

0

00

E
zDkkzxE

E
zDkkzxE s

y
s

y −−
= ε

ε

ε

New Full Wave Theory for Plane Wave Scattering by a Rough Dielectric Suface – The Correction Current 
Method

                                                          
3 Note that since ερ = (κε /κ0)2 the parameter substitution replaces εr by

1/ ε r.
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Where E0 is the amplitude of the incident plane wave 𝐷𝐷�
stands for D(�̃�𝑧) and k0 is the free-space wave number; 
furthermore

The path of the u-integration runs along the 
positive real axis4. The propagation constants v0, v1, β1
and β2 are positive real and/or negative imaginary while 
is positive real and positive imaginary.

The first double integral in (2a) represents the 
contribution of the first mode group to the scatter field 
and the second double integral shows the contribution 
of the second mode group. A formally similar 
representation is obtained for the scatter field in the 
lower (lossy dielectric) halfspace but for brevity is not 
spelled out here.
In the far field region, where

eq. (2) can be simplified by substituting

where the scatter angle 𝜑𝜑 is in the region

The formula may then be evaluated 
asymptotically for k0ρ→∞ using the method of stationary 
phase which eliminates the u-integration. Only the first 
double integral in (2a) contributes to the far field and 
one obtains

where the scatter pattern S0(𝜑𝜑, 𝜑𝜑 0) takes the form
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4 Except when a (u-u’)-1 singularity occurs on the real u-axis. In this 
case the u-integration bypasses the singularity by a local deformation 
of the integration path into the positive imaginary u-halfspace.
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This expression for the scatter pattern in the air 
halfspace

 
x>D

 
is identical to the one obtained by the 

previously developed theory for εr
 
=real, but it is now 

confirmed to be valid for complex εr
 
as well. Eq. (3b) 

also shows that S0
 

vanishes, as required, in the no-
contrast case that

 εr
 →1, and that it satisfies the 

reciprocity relation
 
S0(𝜑𝜑, 𝜑𝜑 

0) = S0(-𝜑𝜑 
0,-

 𝜑𝜑). 

Similar to expression (2) for the scatter field in 
the upper halfspace, the formula obtained for the lower 
halfspace (not shown here) consists of two double 
integrals representing the contributions of the two mode 
groups. However, due to the lossy nature of the 
dielectric halfspace, the scatter field will decrease here 

exponentially away from the corrugated interface, and 
the two double integrals in general cannot be simplified. 
Simplification is possible only if Im[εr]

 
is either very 

small, so that a far field of reasonable magnitude exists, 
or if Im[εr]

 
is rather large, so that the scatter field in the 

lower halfspace is in effect confined to a neighborhood 
of the scatter surface.

 

In the case that |Im[εr]|is very small, the scatter 
field in the region far away from the corrugated section 
of the interface can be obtained by the method of 
steepest descent, which eliminates the integration over . 
One finds that Ey

(1) in the lower halfspace
 
x<D

 
is of the 

form
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The scatter field in this case consists of two 
parts which may be interpreted in the following way. In 
contrast to the scatter field in the upper halfspace, the 
scatter pattern in the lower halfspace is generated by 
two different mechanisms which are illustrated by Fig. 2. 
The first mechanism, as in the case of the lossless 
upper halfspace, is simply the scattering of the incident 
plane wave at the corrugated part of the interface. The 
second mechanism comes about because the scatter 
field in the lower, lossy halfspace decreases with ρ
exponentially, i.e. much faster than the scatter field in 
the upper halfspace. But the scatter field must be 
continuous at the interface. As a consequence there is a 
continuous leakage of energy from the upper halfspace 
into the lower halfspace, which constitutes the second 
mechanism generating the scatter field in the lower 
halfspace5. The first mechanism causes a conventional 
scatter field where in the far zone the ρ− and 𝜑𝜑 −

dependence are separated, but with the ρ−
dependence in this case decreasing exponentially; see 
eq.(4a). This field will dominate at scatter angle 𝜑𝜑 close 
to ±180o. In the asymptotic field caused by the second 
mechanism, on the other hand, the ρ− and 𝜑𝜑 −
dependence  remain coupled also in the asymptotic 
region. This part of the field will be dominant near the 
interface, i.e. for 𝜑𝜑 near ±90 o.
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5 No such energy transfer occurs when εr is real, since the energy 
density in both half spaces decreases with ρ-1.
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Fig. 2: Scatter field in lower (lossy) halfspaceis generated by two mechanisms
 

(1) Scattering of primary field at corrugated section of interface
 

(2) Energy transfer from scatter field in upper halfspace
 
to asymptotic scatter field in lower half space

 
 

A possible problem is the following. If |Im[εr]|
 
is 

very small then the denominator of
 
Fε

 
in (4b) will have a 

near-zero at sin
 𝜑𝜑=|

 εr
 
|-1/2 resulting in a sharp peak of

 

Fε
 
. The authors are not sure that this is correct and eq. 

(4b) will require further study. 
 

As mentioned above, if Im[εr]
 
is sizeable then 

eq. (4), even if mathematically correct, will lose its 
physical meaning. The equation holds in the far zone, 
i.e. at large distances from the corrugated part of the 
interface, and if Im[εr]

 
is significant then the scatter field 

at such
 

distances will be exceedingly small and 
undetectable for all practical purpose. 

 

Conceptually it is obvious that, in the case of 
large Im[εr], the scatter field in the lower halfspace will 
be of significant magnitude only in a narrow region 
adjacent to the interface, while this field, whether 
generated by the first or the second mechanism 
mentioned above, will decrease rapidly with increasing 
distance from the interface. The general representation 
of the scatter fields in terms of two double integrals (i.e. 
a representation akin to eq. (2a)) allows to quantify this, 
but the analytical procedure is rather lengthy and 
tedious, and not included in this paper.

 

One last remark: The scatter pattern (3b) in the 
upper halfspace includes a factor cos

 𝜑𝜑 
and will be zero 

for ±90
 
o, i.e. at the interface, indicating that Ey along
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in the direct vicinity of the interface can be determined 
by an asymptotic evaluation of (2) for

i.e. in a region where z is large but x remains small 
compared to z (Fresnel Region). One obtains
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The formula shows that Ey near the interface 

decrease with
          

,  i.e. the energy density will 

decrease here with ρ-3 rather than with ρ-1, the rate of 
decrease for |𝜑𝜑 |<90 o. With x, the field below the 
surface decreases exponentially, indicating a 
transmitted wave while above the surface it varies 
linearly with x indicating the interaction between an 
incident and a reflected wave. All this is consistent with a 
continuous leakage of energy from the air halfspace into 
the lossy dielectric halfspace, i.e. with the second 
mechanism mentioned above for generating the scatter 
field in the lower halfspace.

As mentioned earlier, the discussion and 
formulas presented in this paper apply to the case that 
the primary wave is incident in the upper (air) halfspace. 
If the antenna generating the incident wave is situated in 
the lower (dielectric) halfspace, the symmetry relation (1) 
applies; the formulas are analogous; and similar overall 
trends are observed.

The theory for the lossy dielectric case 
summarized in this paper has been developed under 
the 2007 CERDEC ILIR program in cooperation with 
NJIT and is near completion, though some points need 
further investigation. Final results will be tested by 
comparison to data obtained by a MoM technique. This 
work is schedule for 2008.

Numerical Techniques such as the MoM and 
FDTD methods can be relied on to provide very 

2
3

0

0 zk
e zjk−
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accurate results. Analytical methods as the one 
presented in this paper, even though approximate, have 
the advantage of showing parameter dependencies 
explicitly, thus providing physical insight. In addition, the 
field and pattern formulas – often obtained in the form of 
single integrals over elementary functions – are 
amenable to efficient computer evaluation and may be 
useful for real-time modeling. 
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element method is used to calculate the change of the blade deflection under the static loading 
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An Accurate Three-Dimensional Deformation 
Measurement Method in Wind Turbine Blade 

Static Loading Test 
Yongfeng Yu 

Abstract- The accurate deflection measurement of wind turbine 
blade is one of the key step in its full-scale static loading test. 
In order to measure the blade deflection accurately in the 
three-dimensional space, an effective spatial displacement 
measurement mathematical model has been established on 
the basis of geometric transformation method. At the same 
time, the finite element method is used to calculate the change 
of the blade deflection under the static loading force. Based 
on the above three-dimensional deflection measurement 
model, corresponding data measurement system was 
development. In the end, the three-dimensional measurement 
method was applied to wind turbine blade static test for blade 
tip measurement. The test results show that the maximum 
error rate of the three directions is only 4.1%, 3.8% and 4.3%, 
compared with the results of theoretical calculation, which has 
a very broad engineering application prospect. 
Keywords: measurement methods; mathematical model; 
three-dimensional deformation; wind turbine blade; static 
loading test. 

I. Introduction 

he wind power industry is becoming a focus of the 
national new energy industry. The blade as one of 
the core components of the wind turbine, its quality 

determines the healthy development of wind power 
industry. Due to the blade not only to withstand strong 
wind load, but also to bear the impact of sand and 
gravel, ultraviolet radiation and other external erosion in 
the process of work (Chen et al., 2014; Kong et 
al.,2005;Lee et al.,2015;Shi et al.,2011;Liu et al.,2013), 
coupled with wind power accidents occurred in recent 
years, so the wind vane full-size structure detection has 
become very important in the areas of research. The 
static test is the most important part of the blade 
certification in order to verify whether the blade is under 
ultimate load (such as 50 a worst hurricane). According 
to the third party authority Certification body Germany 
GL (Germanischer Lloyd) classification of the Guideline 
for the Certification of Wind Turbine (Germanischer 
Lloyd, 2003) and IEC61400-23 Full - scale Structural 
Testing of Wind Turbine Blades Testing standard, static 
load evaluation is the essential link of blade structure 
performance Testing. For the new development or 
process   to   make   major   changes   in  the  leaves,  is 
 
 
Author: Lianyungang Zhongfu Lianzhong Composite Group Co., Ltd., 
Jiangsu 222006, China. e-mail: yuyongfeng@lzfrp.com 

required to do a full-size static loading test, which the 
purpose is to verify the static strength of the blade. 
However, field tests show that the coupling force is 
stored between the loading force during the static test, 
loading force of any node changes, resulting in irregular 
fluctuations in the loading force of other nodes, resulting 
in the uncoordinated and uniform change between the 
loading forces. Resulting in serious distortion of the test 
data, so the coordinated control between the loading 
force becomes very important. Deflection measurement 
is a key parameter that must be collected during the 
static loading test. It is an important theoretical basis for 
checking whether the blade structure design is qualified. 
Most domestic and foreign scholars focus on testing 
control methods and equipment development, that is, 
how to improve the loading precision and made no 
mention of the blade deflection measurement. The 
adaptive sliding mode control algorithm is proposed in 
the literature (Benitro and Hedrick, 2009), which is 
applied to the three axis swing table control system, and 
a better control effect is obtained. The distributed control 
method is proposed in (Hua et al., 2010), and the 
feasibility of the method is proved by the theoretical 
analysis and experimental results. Currently in the 
process of static testing, only one rope sensor / laser 
rangefinder is usually used to realize single direction 
deflection measurement. For example, the full scale 
static test of large-scale wind turbine blade is only in a 
single direction of the deflection measurement in the 
literature (Wang et al.,2014; Li et al.,2013), which can’t 
make accurate measurement of the three-dimensional 
space displacement of the wind turbine blade. 

Aiming at the above problems, based on the 
analysis of the coupling law of load force and dynamic 
command method, this paper proposes a simple and 
accurate three - dimensional space displacement 
measurement model is constructed by using the 
geometric transformation method, and the 
corresponding data acquisition system is developed.  

II. Wind Turbine Blade Full-Size Static 
Loading Scheme 

Wind turbine blade full-scale static loading 
scheme is shown in Fig. 1. The wind turbine blade is 
fixed on base by many high strength bolts. Clamps on 

T 
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the blade is connected to the load node through the 
wire rope, and a tension sensor is connected in series 
between the wire rope to collect the current loading 
force. Each loading node is mainly composed of loading 
bracket, hydraulic winch, hydraulic drive system and 
electronic control system. Static loading test was usually 

divided into four stages, namely, according to the 
maximum load of 40%-60%-80%-100% for loading/ 
unloading, and the 100% stage requires a duration of 
not less than ten seconds. When the loading stage is 
completed, the load in reverse is order to unloading. 

 

Fig. 1: Wind turbine blade full-scale static loading scheme 

Taking the flapwise direction of aeroblade2.5-
57wind turbine blades as the controlled object, the static 
loading test is carried out with four nodes. The four 
loading position are 14, 26, 32 and 40m, respectively 

along the spanwise direction of the blade. The loading 
force value of each node in the every stage is shown in 
Table 1. 

Table 1: Load value at flapwise direction 

Load Step 13.0m 24.0m 33.0m 46.0m 
40% up/KN 37.85 39.07 27.34 53.09 
60% up/KN 56.78 58.24 40.42 79.98 
80% up/KN 75.71 78.13 52.78 106.87 
100%/KN 94.63 97.60 67.76 134.47 

The finite element model of the blade under the 
above load is constructed in order to compare with the 
test results. The deformation of the blade under the 
above load is shown in Fig. 2. Take the 100% stage for 

example, the three-dimensional deflection simulation of 
the blade along the Span of 28m，42m，57 m are 
shown in Table 2.

 

 

Fig. 2: Wind turbine blade deformation of finite element model 
 
 

Loading base Static loading device 

Wind turbine blade 

Clamp 
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Table 2: Three-dimensional deflection simulation results 

Location 28m 42m 57m 
x direction/m 0.258 1.015 5.045 
y direction/m 0.143 0.305 1.256 
z direction/m 2.431 6.045 17.032 

III. Three-Dimensional Measurement 
Mathematical Model 

Three-dimensional deformation system is 
established. The four-node static loading test is carried 
out by using the horizontal loading method, which is 
shown in Fig. 3. PLC controller is applied to the static 

load scheme. In the measurement scheme, the blade tip 
is the measured point, under which three rope-type 
displacement sensors are fixed, and the sensor is fixed 
at the measured point, and finally the signal is 
transmitted to the monitoring system for data calculation 
and collection. 

 

Fig. 3: The measurement scheme 

After selecting the coordination control 
algorithm, in order to make accurate measurement of 
the displacement in the three-dimensional space, it is 
necessary to establish a suitable three- dimensional 
space measurement model. Firstly, set up the three-
dimensional coordinate system xyz, the measured point 
is recorded as o, the deformation of the location is 
recorded as o'. Then determine the location of the three 
sensors in the space coordinate system, so that points 
a, b, c for the three sensor position, before the test to 
measure the fixed distance between the three sensors, 
recorded as: ab, bc, ac. Determine the measured 
points, then measured the elongation of three pull rope 

sensors’, recorded as: oa, ob, oc. After applying a static 
load to the blade, the current measured value of the 
sensor is collected and recorded as: o'a, o'b, o'c. From 
the point o to the line ab for the vertical line oc', to a 
point c', from the point o 'to the bottom of the vertical line 
o'd, to a pointd. From the point d to the line ab for the 
vertical line dn, to a point n. Nc' is the precise 
deformation of the measured point o in the x direction, 
o'd-oc' is the precise deformation amount in the y 
direction, dn is the precise deformation amount in the z 
direction, and the deformation of spatial structure is 
shown in Fig.4. Respectively, connect ad, bd, cd, c'd, 
the specific calculation steps are as follows: 

 

Fig. 4: Space deformation of measured point 
 

Base 
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Wind turbine blade 
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Deformed 
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Step 1: According to the Euler tetrahedron theory, the volume of tetrahedron oabc and o'abc (Respectively before 
and after deformation is recorded as V1 and V2) is expressed as: 

2 2 2 2 2 2 2 2 2 2 2 2
1

2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 1/2

1 (4 ( ) ( ) ( )
12
( ) ( ) ( ) )

V oa ob oc oa ob ab oa oc ac oc ob cb

oc oa ob ab oa oc ob cb ob oa oc ac

= + + − × + − × + −

− + − − + − − + −  (1) 

2 2 2 2 2 2 2 2 2
2

2 2 2 2 2 2 2 2 2 2 2 2 2

2 2 2 2 2 1/2

1 (4 ( ) ( )
12

( ) ( ) ( )
( ) )

V o a o b o c o a o b a b o a o c a c

o c o b cb o c o a o b a b o a o c o b cb
o b o a o c ac

= + + − × + −

× + − − + − − + −

− + −

，，，，，，，

，，，，，，，，

，，，

  (2) 

Step 2: The circumference of △abc is recorded as d1, according to Helen formula the area of △abc is recorded as 
S1: 

1d ac bc ab= + +
      (3) 

1 1 1 1
1 ( - )( - )( - )

2 2 2 2
d d d dS ac ab bc=

    (4) 

Step 3: Find the height of 
'oc  and

'o d from the tetrahedral quadrature formula: 

1

1

3' Voc
S

=
       (5) 

2

1

3' Vo d
S

=
                                                                                (6) 

Step 4: From the formula (8) to calculate the measured point o in the y direction of the precise change: 

' 'y oc o d∆ = −        (7) 

Step 5: Calculating the length of the c'b in the Rt△obc: 

' 2 '2c b ob oc= −       (8) 

Calculating the length of thedb in the Rt△o’db: 

' 2 ' 2db o b o d= −       (9) 

Calculating the length of the dc in the Rt△do’c: 

2 2' 'dc o c o d= −       (10) 

Calculating the length of thead in the Rt△do’ a: 

2 2' 'ad ao o d= −       (11) 

Step 6: Calculating the perimeterd2and d3of△adcand △dbc: 

2d ad dc ac= + +       (12) 

3d dc db bc= + +
      (13) 

Step 7: According to the Helen formula, the areasS2 and S3 of △ adc and △ dbc are expressed as: 
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2 2 2 2
2 ( )( )( )

2 2 2 2
d d d dS ac dc ad= − − −

    (14) 

3
3 3 3 3( )( )( )
3 3 3 3

d d d d
S bc bd dc= − − −

    (15) 

Step 8: According to the formula (17) and (18), the area S4of the △adb is expressed as: 

4 1 2 3  S S S S= − −       (16) 

4
1
2

S ab dn= ×
       (17) 

Step 9: Common formula (17) and (18), find the value of dn, you can calculate the measured point o in the z 
direction of the precise deformation: 

42Sz dn
ab

∆ = =
       (18) 

Step 10: Calculating the length of thenb in the Rt△dnb: 

2 2nb db nd= −       (19) 

Step 11: Common formula (21), find the value of nc, you can calculate the measured point o in the x direction of the 
precise deformation: 

' 'x nc nb bc∆ = = −       (20) 

IV. Testverification 

a) Loading test 
The LZ2.5-57-V4 blade is the main beam of 

glass fiber and the structure of double web. The main 
girder is 830mm wide and high modulus unidirectional 
cloth, and the shell skin is made of multi axial fiber cloth, 
sandwiched sandwich structure of Balsa and PVC, 
which can effectively provide the buckling resistance of 
the shell. The blade is a marine wind turbine, which is 
resistant to typhoon. 

According to the above measurement scheme, 
this paper developed a space trajectory measurement 
system based on the mathematical model which is 
constructed above. The system consists of three pull 
rope type displacement sensors (Range: 0-30m, 4-
20mA current output) and PLC analog acquisition 
module, the monitoring interface using software (MCGS) 
to configure. The pull rope type displacement sensor will 
transmit the analog signal to the PLC controller. The 
control system will get the precise deflection value after 
the mathematical operation, and will be transmitted to 
the man-machine interface through the RS485 Bus, 
which is shown in Fig. 5. Take the blade tip as an 
example, the test site is shown in Fig. 6. Three pull rope 
type displacement sensors were fixed on the ground, 
and the active ends of the three ropes were connected 
to the tip of blade. Test parameters were shown in 
Table.3. 
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Fig. 5: Control scheme 

 

Fig. 6: Static loading test 

Table 3: Test parameter 

Parameter Value 
Blade rated power /MW 2.5  

Blade length/m 57 
Number of loading nodes/ea 4 

Tension sensor model DBSL-25T 
Maximum capacity of loading nodes/KN 250 

Room temperature/℃ 29 
Humidity/RH 56 

b) Result analysis 
In the process of static loading, the blade 

produces irregular space torsion, and all of them have 
deformation in three directions. Under the action of the 
above static load, the deflection measurement of the 
four stages in the static test of the blade is carried out 
respectively. The test results are shown in Fig. 7(a). At 

the same time, compared with the experimental results 
of the previous finite element simulation, the error 
obtained is shown in Fig. 7 (b).

 
 
 
 

Sensor 

Sensor 

Monitor system 

Blade tip 

An Accurate Three-Dimensional Deformation Measurement Method in Wind Turbine Blade Static 
Loading Test

G
lo
ba

l 
Jo

ur
na

l 
of

R
es
ea

rc
he

s 
in
 E

ng
in
ee

ri
ng

  
  

Vo
lu
m
e 

X
xX
II
I 
Is
su

e 
I 
V
 er
si
on

 I
  

  
 

  

52

Y
e
a
r

20
23

 © 2023    Global Journ als

  
 

(
)

I



40%up 60%up 80&up 100%up
0

1

2

3

4

5

40%up 60%up 80%up 100%up
0.0

0.4

0.8

1.2

1.6

40%up 60%up 80%up 100%up
0

4

8

12

16

20

x/
m

Load Step

 28.0m
 42.0m
 57.0m

(a)

y/
m

Load Step

 28.0m
 42.0m
 57.0m

z/
m

Load Step

 28.0m
 42.0m
 57.0m

 

40%up 60%up 80%up 100%up

-0.04

-0.02

0.00

0.02

0.04

40%up 60%up 80%up 100%up
-0.04

-0.02

0.00

0.02

0.04

0.06

40%up 60%up 80%up 100%up

-0.04

-0.02

0.00

0.02

0.04

x 
D

ev
ia

tio
n

Load Step

 28.0m
 42.0m
 57.0m

(b)
y 

D
ev

ia
ti o

n

Load Step

 28.0m
 42.0m
 57.0m

z 
D

ev
ia

tio
n

Load Step

 28.0m
 42.0m
 57.0m

 

Fig. 7: Relative deviation of deflections for all load levels 

From Fig. 7, it can be found that the blade has 
deflection in three directions. With the increase of 
loading load, the trend is increasing. By comparing the 
results of the finite element calculation with the test, the 
error of three directions is only 4.1%, 3.8% and 4.3%, 
which verifies the accuracy of the mathematical model. 

V. Conclusion 

There are complex nonlinear and strong 
coupling characteristics under the wind turbine blade 
full-scale static test. The deflection is used as a key 
parameter to check whether the blade is qualified. At 
present, the measurement of its deflection is usually 
done with a rope sensor or laser range finder, this 
traditional method is not only poor precision, but also 
get the deflection change of a single direction. In this 
paper, a precise mathematical model of the three-
dimensional deflection of the blade is developed, and 
then the experimental verification is carried out, and the 
following conclusions are obtained.  

1. Using three pull rope type displacement sensors 
and spatial geometric transformation method, a 
mathematical model of precision spatial deflection 
is deduced, which can calculate the accurate 
deflection change in three directions at the same 
time. 

2. Based on the mathematical model, a set of spatial 
deflection measurement system was developed. 
The blade tip change which in a certain type of wind 
turbine blade static test as a testing object, and the 
tip system was measured by the measuring system. 
The results show that the system can track the 
spatial trajectory of the blade tip, and the data 
acquisition result is stable and accurate. In addition, 
since the rope sensor has been stretched during the 
test, it does not produce severe jitter and improves 
the stability of the test results. 

3. The mathematical model and system can not only 
measure the irregular torsion caused by the static 

test of wind power blade, but also apply to the 
space deformation measurement of irregular parts 
such as cantilever beam, which has extremely wide 
application prospect of engineering application. 

It was successfully applied to the full-scale 
static test of four nodes wind turbine blade. The above 
research results can provide a solid theoretical basis 
and detailed experimental data for the next step of blade 
re-design, which has great engineering application 
value. 
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Abstract- In linear elastic fracture mechanics, the stress field is singular at the tip of a crack. 
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difficulties, the paper uses a strategy that regularizes the elastic field, subtracting the singularity 
from the stress field, known as the singularity subtraction technique (SST). In this paper, the SST 
is implemented in a local mesh-free numerical model, coupled with modern optimization 
schemes, used for solving twodimensional problems of the linear elastic fracture mechanics.  

The mesh-free numerical model (ILMF) considers the approximation of the elastic field 
with moving least squares (MLS) and implements a reduced numerical integration. Since the 
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Optimized Mesh-free Analysis for the Singularity 
Subtraction Technique of Linear Elastic                

Fracture Mechanics
Tiago Oliveira* α& Artur Portela σ

Abstract- In linear elastic fracture mechanics, the stress field is singular at the tip of a crack. Since the representation of this 
singularity in a numerical model raises considerable numerical difficulties, the paper uses a strategy that regularizes the elastic 
field, subtracting the singularity from the stress field, known as the singularity subtraction technique (SST). In this paper, the SST 
is implemented in a local mesh-free numerical model, coupled with modern optimization schemes, used for solving two-
dimensional problems of the linear elastic fracture mechanics.

The mesh-free numerical model (ILMF) considers the approximation of the elastic field with moving least squares (MLS) 
and implements a reduced numerical integration. Since the ILMF model implements the singularity subtraction technique that 
performs a regularization of the stress field, the mesh-free analysis does not require a refined discretization to obtain accurate 
results and therefore, is a very efficient numerical analysis. 

Mesh-free numerical methods control the accuracy and efficiency of the model through the size of compact supports, 
the size of integration domains and the distribution of nodes in the body, which are usually heuristically determined through an 
expensive and time consuming calibration effort. The leading innovation of this paper is the automatic definition of these 
parameters and the nodal distribution by means of a multi-objective optimization, based on genetic algorithms (GA), with reliable 
and efficient objective functions. The optimization scheme effectively automates the whole pre-processing phase of a numerical 
analysis with mesh-free methods.

Benchmark problems were analyzed to assess the accuracy and efficiency of the modeling strategy. The results 
presented in the paper are in perfect agreement with those of reference solutions and therefore, make reliable and robust this 
mesh-free numerical analysis, coupled with a multi-objective optimization, for linear elastic fracture mechanics problems.
Keywords: local mesh-free, singularity subtraction technique, stress intensity factors and genetic algorithm.

In a linear elastic analysis, it is well known that, at the tip of a crack the stress field
becomes infinite and thus, is singular. The strength of this singularity is measured
by the SIF that is thus defined at the crack tip. The presence of the stress singular-
ity in the numerical model raises considerable numerical difficulties, by virtue of
the need of simultaneously representing the singular and the finite stresses in the
numerical model. Instead of representing the stress singularity in the numerical
model, Oliveira and Portela [26] used an elegant strategy that subtracts the singu-
larity from the elastic field which is known as the singularity subtraction technique
(SST). Hence, the SST performs a regularization of the stress field, which intro-
duces the SIF as primary unknowns of the numerical method used in the analy-
sis. These two features, which are the analysis of the regularized stress field and
the direct computation of SIF, make very efficient the SST solution strategy. The
paper considers the SST, a very efficient and accurate technique for solving two-
dimensional problems of linear elastic fracture mechanics, as reported by Oliveira
et al. [27], implemented in the ILMF mesh-free model of numerical analysis.

Mesh-free numerical methods eliminate the mesh of the discretization, an in-
trinsic feature of the finite element and finite difference numerical methods of the
first-generation in computational mechanics. On the other hand, the development
of the boundary element method, as a second-generation numerical method, was
motivated by the reduction of the analysis dependency on the mesh discretization,

I. Introduction
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used only on the boundary of the domain. Mesh-free methods are third-generation
numerical methods which consider only a nodal discretization and completely
overcome the difficulties posed by the mesh of the first and second-generation
numerical methods in computational mechanics. This paper considers a domain
mesh-free method of analysis, with the MLS approximation of the elastic field,
coupled with a multi-objective optimization process that automatically generates
optimal nodal arrangements of the mesh-free discretization, to compute the SIF of
two-dimensional linear elastic fracture mechanics problems.

Thorough reviews of mesh-free methods and their applications in science and
engineering were recently presented by Chen et al. [6] and Huerta et al. [17]. The
most popular of local mesh-free methods is the MLPG method, presented by Atluri
and Zhu [2] to Atluri and Shen [1], which implements the MLS approximation.
Other local mesh-free methods of reference are the LPIM method, see Liu and
Gu [21] and the LRPIM method, see Liu et al. [22]. The ILMF linearly integrated
local mesh-free method, presented by Oliveira et al. [27], performs a linear reduced
integration, which leads to an increase of the solution accuracy with high efficiency.

Until now, the discretization process of local mesh-free methods has been
heuristically implemented, which requires an expensive and time consuming cali-
bration of the nodal arrangements or parameters of the discretization that refer to
the size of the compact supports and the size of the integration domain of each
node. This is a huge drawback since the definition of these discretization param-
eters is not unique and therefore cannot be easily implemented into an automatic
process.

Some researchers tried to overcome the drawback of heuristically defined mesh-
free discretization parameters, as is the case of Baradaran and Mahmoodabadi [4],
Bagheri et al. [3] and Ebrahimnejad et al. [12]. The successful attempts of these au-
thors required an analytical solution to be performed and therefore their modeling
process is not efficient. Recently, Santana et al. [31] and Oliveira and Portela [26],
presented a strategy that performs the optimization of the size of compact supports
and the size of the local integration domain of given mesh-free nodal distributions.

Thus, there is room for the alternative modeling strategy of this paper, that is
the automatic generation of optimal mesh-free parameters and nodal discretiza-
tion, through an optimization process that completely overcomes the issues of the
heuristic process of discretization. As a consequence, the modeling strategy of this
paper ensures robustness, accuracy and efficiency of the analysis, features required
to be able to make reliable statements in the high fidelity modeling of engineering
applications.

The use of optimization has been applied in many different areas, such as elas-
tostatics, see Denk et al. [10], Proos et al. [29] and Zolfagharian et al. [37], heat
conduction, see Dede [8], Denk et al. [11], Gersborg-Hansen et al. [14] and Kim
et al. [20], fluid mechanics, see Dede et al. [9], electrostatics, see Gupta et al. [15],
or structural dynamics, see Kim et al. [20] and Proos et al. [29].

The field of optimization is expansive, and the choice of a suitable algorithm
is highly problem dependent, as reported by Zingg et al. [36]. The No free lunch
theorems for optimization, presented by Wolpert and Macready [35], suggests that
different algorithms are better than others for particular classes of problems. The
multi-objective optimization of mesh-free numerical models deals with two main
difficulties. The first one concerns the number of optimal solutions, generated by
competing goals, instead of a single optimal solution. The second difficulty regards
the large and complex search space that cannot be dealt with classic optimization
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methods. Consequently, to overcome these difficulties, non-gradient methods of
optimization must be used, instead of classic methods. Evolutionary algorithms
are non-gradient methods, quite robust in locating the global optimum, that do not
require continuity or predictability over the design space. This paper considers the
use of evolutionary genetic algorithms (GA), for the multi-objective optimization
of nodal arrangements of the mesh-free discretization. GA perform a search and
optimization procedure motivated by the principles of natural genetics and natural
selection, originally proposed by Holland [16]. They are a robust and flexible ap-
proach that can be applied to a wide range of optimization problems, as as reported
for instance by Kelner and Leonard [19], McCall [23] and Ebrahimnejad et al. [12].

The paper organization is as follows. The modeling of the structural body and
the local mesh-free method is presented in Section 2 that is followed by the imple-
mentation of the SST in the mesh-free formulation, presented in Section 3. Section
4 presents the multi-objective optimization implementation and algorithm formu-
lation. Numerical results, obtained for benchmark problems, in order to illustrate
the accuracy, efficiency and robustness of the strategies adopted in this work, are
presented in Section 5. Finally, the concluding remarks are presented in Section 6.

The local mesh-free numerical analysis of the structural body is carried out by the
ILMF model presented by Oliveira et al. [27]. It is defined in a body with domain
Ω and boundary Γ = Γu ∪ Γt, with constrained displacements u prescribed on
the kinematic boundary Γu and loaded by an external system of distributed surface
and body forces, with densities represented respectively by t, applied on the static
boundary Γt, and b, applied in Ω, as Figure 1 schematically represents. Assign to

Mesh-free discretization of a body with domain Ω and boundary Γ =
Γu ∪ Γt; ΩP , ΩQ and ΩR are local domains assigned to reference nodes P , Q and
R; ΩQ has boundary ΓQ = ΓQi ∪ ΓQt ∪ ΓQu, in which ΓQi is the interior local
boundary and ΓQt ∈ Γt and ΓQu ∈ Γu.

point Q an arbitrary local domain ΩQ, such that Q ∈ ΩQ ∈ Ω ∪ Γ, with boundary
ΓQ = ΓQi ∪ ΓQt ∪ ΓQu, in which ΓQi is the interior local boundary and ΓQt and
ΓQu are local boundaries that share respectively the global boundaries Γt and Γu,
as Figure 1 schematically represents.

The work theorem is used to formulate the ILMF model. The mechanical equi-
librium of the local domain ΩQ can be defined through the rigid-body kinematic
formulation of the work theorem, as presented by Oliveira et al. [27], which is

II. Mesh-free Modeling of the Structural Body

Figure 1:
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written, in the case of no body forces, as∫
ΓQ−ΓQt

t dΓ = −
∫

ΓQt

t dΓ (1)

and describes the equilibrium of boundary tractions in ΩQ. This equation, used
to generate the stiffness matrix of each node of a mesh-free discretization, is inte-
grated by Gauss quadrature. Finally, in order to allow for a unique solution of the
elastic field, displacement boundary conditions must be enforced, on the kinematic
boundary Γu, as

u = u. (2)

Since ILMF is a local model, each node of the discretization has assigned its
local integration domain, as schematically represented in Figure 1, which has rect-
angular or circular shape, as Figure 2 schematically represents. Whenever a linear

q

(a) Rectangular

q

(b) Circular

Schematic representation of local integration domains, with 1 integration
point per boundary, or quadrant, of the local domain, for the computation of local
equilibrium equations.

variation of tractions is defined, along each segment of the boundary of the lo-
cal domain, equilibrium equations (1) can be exactly evaluated with 1 integration
point, centered on each segment of the local boundary, as represented in Figure 2,
which leads to a point-wise discrete form of mechanical equilibrium, represented
by

Li

ni

ni∑
j=1

txj = −Lt

nt

nt∑
k=1

txk
, (3)

where the number of integration points, or segments, defined on, respectively the
interior boundary ΓQi = ΓQ − ΓQt − ΓQu, of length Li, and the static boundary
ΓQt, of length Lt, are denoted, respectively by ni and nt.

The MLS approximation of variables is used with the ILMF model. Therefore,
traction components are evaluated in terms of the unknown nodal parameters û and
thus, equations (1) lead to the system of algebraic equations of the order 2× 2n (n
is the number of nodes of the influence domain of the reference node Q), given by∫

ΓQ−ΓQt

nDB dΓ û = −
∫

ΓQt

t dΓ (4)

represented by

KQ û = FQ, (5)

Figure 2:
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in which KQ is the stiffness matrix

KQ =

∫
ΓQ−ΓQt

nDB dΓ (6)

and FQ is the vector of forces

FQ = −
∫

ΓQt

t dΓ. (7)

For a nodal arrangement withN nodes, in whichM are interior and static-boundary
nodes, the assembly of equations (5) leads to the system of equations of the order
2M × 2N

K û = F. (8)

The remaining algebraic equations are generated from the N − M kinematic-
boundary nodes, through the direct interpolation of the boundary condition (2)
prescribed as

uk = Φk û = uk, (9)

with k = 1, 2, where uk is the constrained displacement component. Equations (9)
are directly assembled into the global system (8).

For each node of a local mesh-free discretization there are two key parameters,
respectively the size rΩs of the compact support Ωs and the size rΩq of the local
integration domain Ωq that strongly affect the performance of the solution. For a
generic node i, these parameters are defined through arbitrary constants, αs and
αq, respectively as

rΩs = αs ci (10)

and
rΩq = αq ci, (11)

in which ci is the distance of the node i to the nearest neighboring node. Equa-
tions (10) and (11) show that the accuracy of a mesh free numerical application
can be controlled through a proper specification of the discretization parameters
αs and αq.

It is important to enhance the different roles that these parameters play, in any
numerical application. The size of the influence domain of a point, determined by
the size of the compact support of each node, completely defines the number of
nodes used to build MLS shape functions of that point. Consequently, the parame-
ter αs, sometimes referred to as MLS discretization parameter, is primarily linked
to the accuracy of the numerical application. On the other hand, since the integra-
tion domain of each node is used to compute the respective nodal stiffness matrix,
it must be entirely defined within the domain of the body, without intersecting the
respective boundary. Consequently, the parameter αq, sometimes referred to as the
local domain parameter, is linked primarily to the efficiency of the application.

Until now, these parameters have been heuristically defined with values that de-
pend on the pattern of the nodal distribution of each mesh-free application. When
changes are made to the nodal distribution of a problem, these parameters also
change, becoming an interactive process. In general, they have been considered in
the range, respectively of αs > 1.0 and αq < 1.0, as reported by Oliveira et al.
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[27]. In this paper, the appropriate values of αs, αq and the nodal distribution of
nodes are obtained automatically, through a multi-objective optimization process.

To overcome difficulties raised by the presence of unbounded stress in the numeri-
cal method, an alternative strategy which considers the subtraction of singularities
from the original elastic field is used. The leading feature of this formulation is
the regularization the elastic field, through the subtraction of the crack tip singular-
ity from the original elastic field, which introduces the SIF as additional primary
unknowns of the regularized numerical model.

In the linear elastic fracture mechanics, the stress field is singular at a crack tip and
therefore, it is convenient to modify the original problem before its solution by the
ILMF numerical model. As the linear behavior allows the principle of superpo-
sition, the elastic field can be decomposed into a regular (R) and a singular (S)
component as

σij = (σij − σSij) + σSij = σRij + σSij (12)

and
ui = (ui − uSi ) + uSi = uRi + uSi , (13)

where σRij = σij−σSij and uRi = ui−uSi represent the regular parts, respectively of
the stress and displacement of the initial problem; σSij and uSi denote, respectively
the stress and displacement of a particular solution, of the initial problem, which
represent the singular field. When suitable functions are used for the particular
singular field, equations (12) and (13) regularize the initial problem, since the stress
σRij become non-singular.

With this regularization, the analysis of the initial problem can be performed
with the regular elastic field only, since the components σSij and uSi automatically
satisfy the field equations identically, because they represent a particular solution

of the initial problem. Therefore, the elasticity equations are written as

LTσR = 0 (14)

εR = L uR (15)

σR = D εR (16)

in domain Ω, with boundary conditions

uR = u− uS on Γu (17)

and
tR = t− tS on Γt. (18)

Note that the boundary conditions (17) and (18) include additional terms, respec-
tively uS and tS , components of a singular particular solution of the initial prob-
lem.

Components σSij and uSi of the particular solution, used in equations (12) and (13),
represent the singular field around the crack tip, which can be defined through the
first term of the William’s [34] eigen-expansion, derived for a semi-infinite edge
crack. The stress components are

III. The Singularity Subtraction Technique - SST

a) Regularized Elastic Field

b) William’s Singular Solution
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σS11 =
KI√
2πr

cos
θ

2

(
1− sin

θ

2
sin

3θ

2

)
+

KII√
2πr

sin
θ

2

(
2 + cos

θ

2
cos

3θ

2

)
,

(19)

σS22 =
KI√
2πr

cos
θ

2

(
1 + sin

θ

2
sin

3θ

2

)
− KII√

2πr
sin

θ

2
cos

θ

2
cos

3θ

2
(20)

and

σS12 =
KI√
2πr

cos
θ

2
sin

θ

2
cos

3θ

2
+

KII√
2πr

cos
θ

2

(
1− sin

θ

2
sin

3θ

2

)
(21)

and the displacements are

uS1 =
KI

4µ

√
r

2π

[
(2κ− 1) cos

θ

2
− cos

3θ

2

]
+

+
KII

4µ

√
r

2π

[
(2κ+ 3) sin

θ

2
+ sin

3θ

2

]
(22)

and

uS2 =
KI

4µ

√
r

2π

[
(2κ+ 1) sin

θ

2
− sin

3θ

2

]
+

+
KII

4µ

√
r

2π

[
(2κ− 3) cos

θ

2
+ cos

3θ

2

]
, (23)

whereKI andKII represent the SIF, respectively of the opening and sliding modes;
the constant κ = 3 − 4ν is defined for plain strain and κ = (3 − ν)/(1 + ν) for
plain stress, in which ν is Poisson’s ratio; the constant µ is the shear modulus. A
polar coordinate reference system (r, θ), centered at the crack tip, is defined such
that θ = 0 is the crack axis, ahead of the crack tip. Note that the order r−1/2 of
the stress field becomes singular when r tends to zero. Caicedo and Portela [5]
demonstrated that the first term of the William’s eigen-expansion, derived for an
edge crack, can also be used to represent the elastic field around the crack-tip, for
the case of internal piecewise-flat multi-cracked finite plates, under mixed-mode
deformation.

At a boundary point, the singular stress components, of equations (19) to (21),
are used in the definition of traction components as

tS =

[
tS1
tS2

]
=

[
σS11 σS21

σS12 σS22

] [
n1

n2

]
=

[
g11 g12

g21 g22

] [
KI

KII

]
= g k, (24)

where ni refers to the i-th component of the unit normal to the boundary, outwardly
directed; functions gij = gij(r

−1/2, θ) were introduced for a simple notation of
equations (19) to (21) and the vector k contains the SIF components.

The displacement field, of equations (22) and (23), can be similarly defined in
a vector form as

uS =

[
uS1
uS2

]
=

[
f11 f12

f21 f22

] [
KI

KII

]
= f k, (25)

where functions fij = fij(r
1/2, θ) are a simple notation of equations (22) and (23).
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An approximate solution of the regularized problem, equations (14) to (16) with
boundary conditions (17) and (18), obtained with the ILMF numerical model, is
now considered.

The equilibrium equations (1), of the domain ΩQ associated with the node
Q ∈ ΩQ ∪ ΓQ, are now rewritten as∫

ΓQ−ΓQt

tR dΓ = −
∫

ΓQt

(
t− tS

)
dΓ, (26)

in which the static boundary conditions (18), of the regularized problem, are con-
sidered. For a linear reduced integration, along each boundary segment of the local
domain, equation (26) simply leads to

Li

ni

ni∑
j=1

tRxj
= −Lt

nt

nt∑
k=1

txk
+

∫
ΓQt

tS dΓ, (27)

in which ni and nt denote the total number of integration points, or boundary
segments, defined on, respectively the interior local boundary ΓQi = ΓQ − ΓQt −
ΓQu, with length Li, and the local static boundary ΓQt, with length Lt.

Discretization of the local form (27) is done with the MLS approximation, see
Oliveira et al. [25], in terms of the unknown nodal parameters ûR, which leads to
the system of two linear algebraic equations

Li

ni

ni∑
j=1

nxjDBxj û
R = − Lt

nt

nt∑
k=1

txk
+

∫
ΓQt

g dΓ k (28)

that can be written as

KQ ûR + GQ k = FQ, (29)

in which the stiffness matrix KQ, of the order 2 × 2n (n is the number of nodes
included in the influence domain of the node Q) is given by

KQ =
Li

ni

ni∑
j=1

nxjDBxj , (30)

matrix GQ, of the order 2× 2, computed from equations (24), is given by

GQ = −
∫

ΓQt

g dΓ (31)

and FQ is the force vector given by

FQ = − Lt

nt

nt∑
k=1

txk
. (32)

Note that, in the case of an interior node, matrix GQ and vector FQ are null. For a
problem with N nodes, the assembly of equations equations (29) for all M interior
and static-boundary nodes generates the global system of 2M×(2N+2) equations

K ûR + G k = F. (33)

c) Mesh-Free Model Equations
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The N −M kinematic-boundary nodes, are used to generate the remaining equa-
tions of the discretization, implementing the kinematic boundary conditions of the
regularized problem, equations (17). Thus, for a kinematic-boundary node, the
boundary conditions of the regularized problem are enforced by a direct interpola-
tion method as

uR
k = Φk ûR = uk − uS

k = uk − fk k, (34)

with k = 1, 2, where uk denotes the specified displacement component and uS
k =

fk k is the displacement component of the singular solution, obtained from equa-
tions (25). For the sake of simplicity, equations (34) are written in the same form
of equations (29), for a point Q, as

KQk ûR + GQk k = FQk, (35)

in which KQk = Φk, while GQk = fk and FQk = uk. Local equations (35) are
assembled into the global system of equations (33) which, after this operation, is
written as [

K G
] [ ûR

k

]
=
[
F
]
, (36)

in which K is a matrix of the order 2N × 2N , G is a matrix of the order 2N × 2
and F is a vector of the order 2N ; the unknowns are the vector ûR, of the order
2N , and the vector k of the order 2. Note that this global system of equations
introduce the SIF KI and KII , in the vector k, as additional unknowns of the nu-
merical method. Therefore, to have a well-posed problem, with a unique solution,
it is necessary to specify additional constraint equations, one for each mode of de-
formation considered in the analysis. These additional constraint equations can be
specified in two additional bottom rows in the system of equations (36).

The required additional constraints enforce the singularity cancellation in the regu-
larized problem and can be implemented by the cancellation of the regular regular
stress components, as

σRij = 0 ⇒ σij = σSij (37)

which ensure that, at the crack tip, the initial problem is singular.
In order to be effective, the additional constraints must be defined in terms of

the unknown regularized nodal parameters of ûR. Conditions (37) can be rede-
fined, in terms of the respective traction components at the crack tip, as

tRj = σRijni = 0 ⇒ tj = tSj , (38)

where ni denotes the unit normal components of the crack faces. After the MLS
approximation, conditions (38), defined at the crack tip xtip, are written as

tRxtip
= nxtipD Bxtip ûR = 0, (39)

or
C ûR = 0, (40)

in which matrix C = nxtipD Bxtip and can now be included in the global system
of equations (36), leading to the final system of equations of the order (2N + 2)×
(2N + 2) [

K G
C 0

] [
ûR

k

]
=

[
F
0

]
, (41)

Additional Constraintsd)
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which represents a generalized saddle point problem that can be solved, since the
stiffness matrix K, of the ILMF local mesh free model is always non singular, with
very low condition numbers, as reported by Oliveira and Portela [26].

The optimization literature contains the basic concepts and terminology required to
carry out the optimization process presented in this work, here formally represented
by Sawaragi et al. [32], Hwang and Masud [18], Ringuest [30] and Steuer [33].

Multi-objective optimization of the mesh-free model is carried out through an
automated procedure that modifies the design or decision variables which are the
mesh-free discretization parameters and the nodal distribution. Hence, the opti-
mization process incrementally updates the design variables, carries out a mesh-
free numerical analysis of the updated model and scans the results of each incre-
ment to check if an optimized solution has been reached. In this process, the ob-
jective functions define the goal of the optimization, while constraints keep within
bounds the value of a design response. The goal of the optimization aims to mini-
mize the objective functions by finding feasible solutions, which are arrangements
of mesh-free discretization satisfying the constraints of the problem. It is impor-
tant to note that the optimizer never deals with solution errors of the generated
arrangements of the mesh-free model.

Genetic Algorithm (GA) belongs to a class of evolutionary algorithms, defined
as a non-derivative global search heuristic, motivated by the principles of natural
genetics and natural selection, presented by Holland [16]. GA is an optimization
technique that can be applied to a wide range of problems, as seen in Kelner and
Leonard [19] and McCall [23], and can also be applied to mesh-free methods, as
seen in Bagheri et al. [3] and Ebrahimnejad et al. [12].

The GA keep a population of P(t) individuals, for generation t. Each of these
individuals contain a potential solution to the posed problem that need to be eval-
uated and its fitness measured. Some of these individuals are randomly selected
to undergo a stochastic transformation and become new individuals (genetic op-
eration). Likewise natural genetics, this transformation can be a mutation, which
creates new individuals by making changes in a single individual, or crossover,
which creates new individuals by combining parts from two others. The offspring
from this process, the new individuals C(t), are evaluated and its fitness measured.
A new population is created after selecting the more fit individuals from the parent
and the offspring population. In the end, after several generations, the algorithm
converges to the best individual, which is a possible optimal or sub-optimal solu-
tion to the problem, as stated by Gen and Cheng [13].

The genetic algorithm components need to be carefully addressed in order to
provide a good search space and exploit the best solution. A good balance between
exploration and exploitation is a must for complex and real-world problems.

In a mesh-free discretization, the size of the compact support, where nodal shape
functions are defined, and the size of the domain of integration, where the nodal
stiffness matrix of the numerical model is computed, must be conveniently defined
in any application, since their values strongly affect the performance of the numeri-
cal solution. Therefore, the values of the size of the compact support and the values
of the size of the local integration domain, are optimized in this paper. They are

IV. Multi-Objective Optimization of the Mesh-free Model

a) Genetic Algorithm Search Space and Decision Making

b) Design Variables
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defined, respectively in Equations (10) and (11) which show that the accuracy of
a mesh-free numerical application can be controlled through a proper specification
of the discretization parameters αs and αq. Therefore, parameters αs and αq are
both set as design variables of the multi-objective optimization process, in order to
be automatically defined with optimal values.

Additionally, in order to facilitate and automate the pre-processing phase of the
mesh-free modeling, the nodal distribution need to be addressed. Therefore, for a
bi-dimensional problem, the number of divisions in x and y direction are chosen
as design variables. When the number of divisions in both directions are provided,
the mesh-free numerical model, can define the nodal coordinates and distribute the
nodes along the problem domain and boundary, including crack nodes. For this
case, only regular nodal distributions are considered.

The use of efficient objective functions condition the overall performance of the
multi-objective optimization process. The objective functions force, through mesh-
free numerical simulation, the minimum total mechanical energy of the structure
and the conditioning of the final system of algebraic equations which, consequently
enforce the solution accuracy of the mesh-free model. Note that solution errors
of the mesh-free model are not included in any of the objective functions which,
therefore are quite general and do not depend on any analytical solution.

The standing challenge in the application of numerical simulations in the opti-
mization process is the accurate evaluation of objective functions which obviously
is dependent upon the automatically generated mesh-free discretization. Since
multiple iterations are required during the optimization process, it is necessary
to maintain a balance between efficiency and accuracy through constraints of the
design variables.

The definition of this objective function results from the features of the parame-
ter αs in combination with αq. Considering a body with the actual elastic field
in any state, the strain energy U , and the potential energy P , of external forces,

respectively given by

U =

∫
Ω

1

2
σTε dΩ (42)

and

P = −
∫
Γt

t
T
u dΓ, (43)

can be used to obtain the total potential energy T . The work theorem, when applied
to the global domain of the body, for the actual elastic field settled in the body, leads
to P = −2U and therefore T = −U , as well as T = P/2. These results show
that the minimum value of the total potential energy of the body corresponds to a
minimum value of the potential energy P or a maximum value of the strain energy
U .

The energy can be measure both by strain energy U or potential energy P , al-
though evaluation of U is computationally more expensive, since requires the com-
putation of the stress field for all nodal values and derivatives of shape functions.
Therefore, the potential energy P is used instead, since it requires the evaluation
of displacement fields only at static boundary nodes, the ones with no-null ap-

c) Objective Functions

i. Structural Compliance
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plied loads, and does not require the computation of derivatives of shape functions,
which is computationally efficient in comparison.

Hence, the objective function can be defined with the structural compliance C,
as

C =
1

2

∫
Γt

t
T
u dΓ = −1

2
P. (44)

Consequently, the minimum value of the potential energy P corresponds to a
maximum value of −C that is equivalent to a minimum value of C.

The numerical problem optimization aims to minimize the objective function us-
ing the mesh-free numerical model, by finding optimum values for the design vari-
ables, in this case the geometrical parameters αs, αq and the nodal distribution,
also satisfying the problem constraints.

The mathematical formulation of the multi-objective optimization scheme for
linear elastic fracture mechanics problems is as follows

minimize C(αs,αq,nx,ny)

CPU time(αs,αq,nx,ny)

subject to e(αs) = αs
min ≤ αs ≤ αs

max

e(αq) = αq
min ≤ αq ≤ αq

max

e(nx) = nx
min ≤ nx ≤ nxmax

e(ny) = ny
min ≤ ny ≤ nymax

where αs = (αs1, αs2, ..., αsn) ∈ αs

αq = (αq1, αq2, ..., αqn) ∈ αq

nx = (nx1, nx2, ..., nxn) ∈ (x)

ny = (ny1, ny2, ..., nyn) ∈ (y) ,

(45)

in which C is the structural compliance, CPU time is the time required to generate
and solve the global system of algebraic equations; αs

min/αq
min andαs

max/αq
max

denote the minimum and the maximum allowable limits for the mesh free dis-
cretization parameters αs and αq, respectively. nmin/nmax denote the minimum
and the maximum geometrical values for the number of divisions on both directions
(x and y), limited by the geometrical constraint of the problem, for a regular nodal
discretization of the posed problem. Therefore, the variable n also determine the
total number of nodes for the problem and node coordinates, automatically defined
for a regular nodal distribution.

On this multi-objective optimization, the fitness function, that is the routine
containing the mesh-free algorithm, define scalar values for αs, αq, nx and ny,
yielding different objective function outputs. Since there are two objective func-
tions, the Pareto front will be the final result of the optimization, which will provide
non-dominant solutions.

The ILMF is the only mesh free method implemented in this paper, but this
process can be easily applied to any desired local mesh free method. The whole
optimization process is summarized in the flowchart presented in Figure 3.

This section presents numerical results to demonstrate the accuracy and efficiency
of the mesh-free numerical method with optimization, through different linear frac-
ture mechanics problems previously presented by Oliveira and Portela [26].

d) Algorithm Formulation

V. Numerical Results
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For a regular mesh-free discretization of nx x ny nodes, the size of the local
support Ωs and the size of the local integration domain Ωq, are respectively param-
eters αs and αq. Good results can be obtained with a mesh-free model if rΩs , rΩq

and the arrangement of nodes are properly refined.
Usually, these parameters and the nodal distribution are heuristically defined.

One key advantage of the ILMF modeling process is that it can provide appropriate

Start GA optimization

Objective Function:
C and CPU Time
Design variables:
αs, αq, nx and ny

Create initial population

Run Meshfree model and
evaluate objective functions

Selection (Tournament)

Crossover (constrained)

Mutation (constrained)

Stop
conditions

met?

Optimized parameters
and nodal distribution

End GA optimization

No

Yes

Flowchart of the multi-objective optimization scheme for mesh-free nu-
merical methods.
Figure 3:
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values for αs and αq using genetic algorithms, as initially presented by Santana
et al. [31], which greatly improves the model accuracy. Additionally, this work also
optimize the nodal distribution, resulting in a fully automated optimization routine
for the entire pre-processing phase of traditional numerical methods, which is the
definition of the mesh.

Three cases of edge-cracked square plates, respectively under mode-I, mode-II and
mixed-mode deformation are considered.

The discontinuity generated by the presence of the crack requires a special
treatment in order to be carried out in this non-convex domain. Therefore, the
crack faces are modeled with two lines of overlapping nodes, where the MLS ap-
proximation is acting only in their respective influence size, while the crack tip is
modeled with one node that can influence both sides of the crack. The visibility
criterion is implemented around the crack during the definition of the compact sup-
port of each node. Hence, the compact support and the local integration domain of
each node of the crack faces are defined as in the case of a traction-free boundary
node.

The size of the local integration domain of the crack tip node is defined as
αk = αq/2, to ensure the local aspect of the discretization of the crack. The
computation of matrices g and f , of the Williams’ singular solution at each crack
tip is carried out with Gaussian quadrature, with a single integration point.

The results obtained with the ILMF using the multi-objective optimization are
compared with the results originally obtained by Oliveira and Portela [26], without
optimization, and by Portela and Aliabadi [28], using the DBEM with the J-integral
(J-DBEM) technique, which proved to be a very accurate method. The DBEM
modeling strategy considers piecewise-straight cracks which are discretized with
straight discontinuous quadratic boundary elements. Continuous quadratic bound-
ary elements are used along the remaining boundaries of the problem, except at
the intersection between a crack and an edge, where semi-discontinuous boundary
elements are used on the edge. Self-point discontinuous boundary elements are
integrated analytically, while Gaussian quadrature, with sub-element integration,
is carried out for the remaining integrations.

The GA is set to minimize the Compliance C and CPU time or computational
effort, chosen as objective functions for this optimization process. The design
variables of the optimization, the number of nodes and the node coordinate are
defined within the problem geometry, and the parameters αs = 1.5 ∼ 10 and
αq = 0.1 ∼ 0.9, are defined as continuous in the intervals. Only the major compu-
tational cost that is the cost of generating and solving the global system of algebraic
equations, was measured.

On this optimization scheme, the initial population is randomly generated ac-
cording to the predefined population size of 25 individuals. Then, the fitness func-
tion is calculated for each member of the population and scaled using a rank pro-
cess, which is used later in the selection process. The reproduction operator is
implemented based on a tournament selection. Both mutation and crossover are
constraint dependent. The genetic algorithm described above generates a stochas-
tic values sequence of design variables which are evaluated through the objective
functions. Finally, the optimization process is terminated if the number of gener-
ations exceeds the predefined maximum number, which is selected as 150 in this
scheme, or if the average change in fitness function is less than 1× 10−6.

a) Edge-Cracked Plate
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The improved accuracy of the optimization process can be clearly seen on this
benchmark problem, regardless of the loading.

A square edge-cracked plate, represented in Figure 4, is considered for the first
analysis. The plate, with crack length a, width w and height h = w/2, is loaded

a

W 2/

W 2/
W

Square plate with a single edge crack under mode-I loading (h/w = 0.5).

by a uniform traction t = σ, applied symmetrically at the ends. All the results
presented are for h/w = 0.5, to be compared with the highly accurate values
introduced by Civelek and Erdogan [7]. Therefore, five cases were considered,
with a/w = 0.2, 0.3, 0.4, 0.5 and 0.6.

The ILMF model was applied with rectangular local domains of integration,
with discretization parameters and nodal configuration automatically defined though
GA optimization. The MLS approximation considered a first-order polynomial ba-
sis with quartic spline weighting function. It is important to highlight that all nodal
distributions were performed without considering any refinement of the discretiza-
tion around the crack tip, always with regular distributions.

Figure 5 show the Pareto front obtained from the optimization process, con-
taining all feasible solutions for the posed problem. From the frontier solutions,

i. Mode-I Loading

Figure 4:
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The multi-objective Pareto front of the square plate with a single edge
crack under mode-I loading, for a/w = 0.5; ILMF with the automatic parameters
optimization routine.

a set of solutions were selected and the results presented in Figure 6 and Table 1;
where it can be seen that the optimization lead to accurate results for all points

The multi-objective Pareto front results of selected feasible solutions for
the square plate with a single edge crack under mode-I loading, for a/w = 0.5.

Index CPU Time (s) Compliance KI/(t
√
πa) αs αq Nodes

1 0.15 -0.0016 3.534 1.440 0.670 179
2 2.19 -0.0020 3.045 5.459 0.195 203
3 1.07 -0.0010 3.010 3.2 0.505 379
4 0.13 -0.0019 3.010 1.778 0.125 155
5 0.11 -0.0022 3.367 1.563 0.604 131

in the Pareto front, with minimum values for compliance and SIF close to refer-
ence values. For this case, αs greatly varies depending on the nodal distribution,
but the best values for αq are usually closer to 0.5. Table 2 show the results ob-
tained for different a/w, where ILMF represents the values obtained in Oliveira
and Portela [26], ILMF+ represents the values presented in this work using the op-
timization routine, Portela and Aliabadi [28] represents the values obtained with

Table 1:

Figure 5:
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The multi-objective Pareto front of selected feasible solutions for a square
plate with a single edge crack under mode-I loading (a/w = 0.5).

Square plate with a single edge crack under mode-I loading.

KI/(t
√
πa) % Error

a/w ILMF ILMF+ J-DBEM [28] Reference [7] ILMF+ J-DBEM
0.2 1.520 1.488 1.495 1.488 9.672E-7 0.005
0.3 1.967 1.848 1.858 1.848 3.53E-6 0.005
0.4 2.413 2.324 2.338 2.324 3.93E-4 0.006
0.5 2.973 3.010 3.028 3.010 1.85E-4 0.006
0.6 3.991 4.152 4.184 4.152 3.12E-5 0.008

the J-integral implemented in the DBEM. Percentage errors are measured from the
values of reference provided by Civelek and Erdogan [7]. In this analysis, the SIF
values of the mode-II are always below 10−7, since this is a mode-I loading crack
problem.

The results highlight the accuracy of ILMF, which was further improved after
the optimization process, always very close to reference values and J-DBEM. Even
for similar nodal distributions as originally conceived, like index 1 of the Pareto
front of selected solutions, the optimization of αs was enough to improve the over-
all accuracy. The nodal distribution obtained by the GA optimization scheme and
the respective deformed configuration of the plate is schematically represented in
Figures 7 and 8.

Table 2:

Figure 6:
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Regular nodal distribution resulting from the optimization scheme, with
a regular nodal distribution of 20 × 18 = 360 nodes and additional overlapping
nodes on the crack faces, for a/w = 0.5, under mode-II loading. The red line
represents the crack faces.

A square edge-cracked plate, with ratio between the height and the width of the
plate as h/w = 0.5, schematically represented in Figure 9, is considered for this
analysis.

The plate is loaded with a uniform traction t, parallel to the crack of length
a and is applied anti-symmetrically on the sides which corresponds to a mode-
II loading. There are no published benchmark results due to the complexity of
the problem and, therefore, they are compared with the results obtained with the
J-DBEM, using the software [28].
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Deformed configuration of the plate resulting from the optimization
scheme, for a/w = 0.5, under mode-I loading.

ii. Mode-II Loading

-

Figure 7:

Figure 8:
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a

2h

h

h

Square plate with a single edge crack under mode-II loading (w = 2h).

For this problem, five cases were considered, with corresponding ratios of
a/w = 0.2, 0.3, 0.4, 0.5 and 0.6. Rectangular local domains of integration, first-
order polynomial basis and quartic spline weighting function are considered on the
ILMF model. Like the previous problem, the regular nodal configuration and dis-
cretization parameters are automatically defined though GA optimization, without
any special refinement around the crack tip.

The results obtained for this multi-objective optimization process are presented
in Figure 10, Figure 11 and Table 3; with all point in the Pareto front leading to
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The multi-objective Pareto front of the square plate with a single edge
crack under mode-II loading, for a/w = 0.5; ILMF with the automatic parameters
optimization routine.

The multi-objective Pareto front results of selected feasible solutions for
the square plate with a single edge crack under mode-II loading (a/w = 0.5).

Index CPU Time (s) Compliance KI/(t
√
πa) αs αq Nodes

1 0.394 9.87E-04 0.264 2.662 0.511 237
2 0.241 0.204 0.315 1.485 0.501 299
3 0.967 -0.115 0.281 3.903 0.503 251
4 0.886 0.791 0.231 3.885 0.828 359

Table 3:

Figure 9:

Figure 10:
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accurate results and fast computations. It can be seen that SIF values are close to
each other, depending on the minimum value of the compliance indicator. For this
optimization, both αs and αq values are close to each other due to the similarity
between nodal distributions obtained. Once more, αq ≈ 0.5 and, for this case,
αs = 1.4 ∼ 4.
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The multi-objective Pareto front of selected feasible solutions for a
square plate with a single edge crack under mode-II loading (a/w = 0.5).

For different values of a/w, Table 4 show the results obtained from the anal-

Square plate with a single edge crack under mode-II loading.

KI/(t
√
πa) % Error

a/w ILMF ILMF+ J-DBEM [28] ILMF+

0.2 0.416 0.436 0.435 0.00309
0.3 0.338 0.359 0.358 0.00360
0.4 0.296 0.309 0.304 0.01686
0.5 0.248 0.264 0.262 0.00932
0.6 0.218 0.224 0.223 0.00397

ysis. Percentage errors are measured from the values obtained with the J-integral
implemented in the DBEM provided by Portela and Aliabadi [28]. In this prob-
lem, the SIF values obtained for the mode-I are always below 10−3, since this is a
mode-II crack problem.

Even though this problem is highly complex, accurate values were obtained af-
ter the optimization process, improving the previous results. The nodal distribution
obtained by the GA optimization scheme and the respective deformed configura-
tion of the plate is schematically represented in Figures 12 and 13.

Consider now a plate with an edge slant crack, as represented in Figure 14 schemat-
ically, in mixed-mode deformation. The length of the crack is denoted by a, the
width and height of the plate is denoted by w. The plate is loaded by a uniform
traction t = σ, applied symmetrically at the ends.

iii. Mixed-Mode Loading

Table 4:

Figure 11:
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For this problem analysis, three cases were considered with corresponding ra-
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2

Regular nodal distribution resulting from the optimization scheme, with
a regular nodal distribution of 14 × 16 = 224 nodes and additional overlapping
nodes on the crack faces, for a/w = 0.5, under mode-II loading. The red line
represents the crack faces.
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Deformed configuration of the plate resulting from the optimization
scheme, for a/w = 0.5, under mode-II loading.

Figure 12:

Figure 13:
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a

W 2/

W 2/
W

Square plate with an edge slant crack, under remote stress σ loading.

tios of a/w = 0.2, 0.4 and 0.6, for α = 30◦ and two cases, with corresponding
ratios of a/w = 0.2 and 0.4, for α = 60◦, as originally presented by Murakami
[24]. For MLS approximation of the elastic field, a first-order polynomial basis
and a quartic spline weighting function were considered, along with rectangular
local domains to perform the numerical integration of the ILMF model. The reg-
ular nodal configuration and discretization parameters are automatically defined
though GA optimization, without any special refinement around the crack tip.

All the results presented are compared with the accurate values provided by
Murakami [24] and Portela and Aliabadi [28]. The multi-objective optimization
process resulted in the Pareto front of Figure 15, where all feasible solutions are
presented. The selected multi-objective optimization are presented in Figure 16
and Tables 5 and 6; where a good accuracy can be seen related to minimum values

The multi-objective Pareto front results of selected feasible solutions for
the square plate with a single edge crack under mixed-mode loading, for a/w = 0.4
and α = 30◦.

Ind. CPU T.(s) C KI/(t
√
πa) KII/(t

√
πa) αs αq N.

1 3.08 2.48E-04 1.667 0.505 5.821 0.617 301
2 6.614 -4.68E-02 1.518 0.455 9.769 0.612 455
3 0.329 4.46E-04 1.645 0.494 2.753 0.916 203
4 5.744 -1.34E-04 1.937 0.587 6.56 0.499 331
5 1.437 2.54E-04 1.579 0.479 4.25 0.501 267

for compliance. For α = 30◦, more point in the Pareto front were found when

Table 5:

Figure 14:
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(a) α = 30◦
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(b) α = 60◦

The multi-objective Pareto front of the square plate with an edge slant
crack under mixed-mode loading, for a/w = 0.4; ILMF with the automatic pa-
rameters optimization routine.
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(a) α = 30◦
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(b) α = 60◦

The multi-objective Pareto front of selected feasible solutions for the
square plate with an edge slant crack under mixed-mode loading (a/w = 0.4).

The multi-objective Pareto front results of selected feasible solutions for
the square plate with a single edge crack under mixed-mode loading, for a/w = 0.4
and α = 60◦.

Ind. CPU T. (s) C KI/(t
√
πa) KII/(t

√
πa) αs αq N.

1 0.909 4.61E-04 0.649 0.454 4.761 0.503 203
2 1.915 6.84E-04 0.701 0.491 8.58 0.501 165
3 8.217 2.29E-04 0.713 0.499 7.955 0.498 199
4 0.401 7.08E-04 0.511 0.482 3.659 0.495 199

compared to other examples or α = 60◦ due to the high difference between KI

and KII , which generates more feasible solutions if no trade-off is established.
For different values of a/w, the results are presented in Tables 7 and 8 for α =

30◦, and Tables 9 and 10, for α = 60◦. Percentage errors presented are measured

Square plate with a single edge crack under mixed-mode loading, for
α = 30◦ and KI/(t

√
πa).

KI/(t
√
πa) % Error

a/w ILMF ILMF+ J-DBEM [28] Reference [24] ILMF+ J-DBEM
0.2 1.164 1.1 1.082 1.100 0.009 0.016
0.4 1.513 1.579 1.545 1.550 0.018 0.003
0.6 2.732 2.743 2.572 2.550 0.08 0.009

Table 6:

Table 7:

Figure 15:

Figure 16:
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Square plate with a single edge crack under mixed-mode loading, for
α = 30◦ and KII/(t

√
πa).

KII/(t
√
πa) % Error

a/w ILMF ILMF+ J-DBEM [28] Reference [24] ILMF+ J-DBEM
0.2 0.325 0.353 0.351 0.350 0.008 0.003
0.4 0.471 0.478 0.474 0.470 0.017 0.009
0.6 0.580 0.748 0.700 0.700 0.07 0.000

from the values obtained with the J-integral implemented in the DBEM, provided
by Portela and Aliabadi [28], and Murakami [24]. The nodal distribution obtained
by the GA optimization scheme and the respective deformed configuration of the
plate is schematically represented in Figures 17 and 18.

The compliance proved to be an efficient objective function for linear elastic
fracture mechanics problems and complement the already efficient SST implemen-
tation, without any refinement around the crack tip due to the regularized stress
field.

Square plate with a single edge crack under mixed-mode loading, for
α = 60◦ and KI/(t

√
πa).

KI/(t
√
πa) % Error

a/w ILMF ILMF+ J-DBEM [28] Reference [24] ILMF+ J-DBEM
0.2 0.543 0.520 0.495 0.500 0.039 0.010
0.4 0.603 0.604 0.592 0.600 0.005 0.013

Square plate with a single edge crack under mixed-mode loading, for
α = 60◦ and KII/(t

√
πa).

KII/(t
√
πa) % Error

a/w ILMF ILMF+ J-DBEM [28] Reference [24] ILMF+ J-DBEM
0.2 0.327 0.373 0.356 0.360 0.035 0.011
0.4 0.439 0.422 0.413 0.420 0.005 0.017
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Regular nodal distribution resulting from the optimization scheme, with
a regular nodal distribution of 16 × 16 = 256 nodes and additional overlapping
nodes on the crack faces, for a/w = 0.6, under mixed-mode loading. The red line
represents the crack faces.

Table 8:

Table 9:

Table 10:

Figure 17:
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Deformed configuration of the plate resulting from the optimization
scheme, for a/w = 0.6, under mixed-mode loading.

The ILMF local mesh free numerical method, implemented with SST, was im-
proved through an optimization scheme that automatically define the nodal distri-
bution and the discretization parameters, for solving two-dimensional problems of
the linear elastic fracture mechanics.

The MLS and reduced numerical integrations are considered in the discretiza-
tion of the elastic field, using a node-by-node process to generate the global system
of equilibrium equations, which is very efficient and prone to parallel processing.
Also, the reduced integration reduce the stiffness associated with local nodes, lead-
ing to an increase in the overall accuracy, without the well-known instabilities as-
sociated with the process.

The SST implemented for linear elastic fracture mechanics applications per-
forms a regularization of the stress field, introducing the SIF as additional primary
unknowns of the problem. As a consequence, the analysis does not require refined
nodal distributions around crack tips, in contrast to other numerical methods. The
numerical results are evidence of the efficiency of the modeling strategy, since ac-
curate results were obtained for edge-cracked square plates under mode-I, mode-II
and mixed-mode, always without any refinement around the crack tip and relatively
small nodal distributions, automatically obtained by the optimization algorithm.

Historically, the nodal distribution, the size of the compact support and the size
of the local integration domain are heuristically defined and need to be addressed
for every mesh-free application. The ILMF model has the capability of the auto-
matic definition of the discretization parameters and the nodal distribution, through
a multi-objective optimization process, based on GA.

The definition of the objective function as a profound impact on the behavior
of the optimization process and need to be carefully defined. In this paper, an
appropriate objective function is derived from the classical structural theorem of
the minimum total potential energy, carried out only at static boundary nodes that
does not require the computation of derivatives of shape functions. Therefore, the

VI. Conclusions

Figure 18:
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optimization scheme is computationally very efficient and as the additional benefit
of not requiring the analytical solution to be performed.

The results obtained with the optimization algorithm are in agreement with
those of the reference values, where low compliance values are associated with
accurate SIF values, as expected. This result show that the local Pareto-optimal
is always quite close to the global Pareto-optimal solutions, which is always de-
sirable from a computational point of view. The structural compliance objective
function effectively optimized the discretization parameters and the nodal distri-
bution, properly defining these geometrical properties with fast computations and
without any user input.

This paper show that mesh-free methods, along with optimization processes,
could provide stable and accurate solutions for fracture mechanics problems with
minimal user input, contributing to a mainstream use of mesh-free numerical meth-
ods in the near future.
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Authors can submit papers and articles in an acceptable file format: MS Word (doc, docx), LaTeX (.tex, .zip or .rar including 
all of your files), Adobe PDF (.pdf), rich text format (.rtf), simple text document (.txt), Open Document Text (.odt), and 
Apple Pages (.pages). Our professional layout editors will format the entire paper according to our official guidelines. This is 
one of the highlights of publishing with Global Journals—authors should not be concerned about the formatting of their 
paper. Global Journals accepts articles and manuscripts in every major language, be it Spanish, Chinese, Japanese, 
Portuguese, Russian, French, German, Dutch, Italian, Greek, or any other national language, but the title, subtitle, and 
abstract should be in English. This will facilitate indexing and the pre-peer review process. 

The following is the official style and template developed for publication of a research paper. Authors are not required to 
follow this style during the submission of the paper. It is just for reference purposes. 
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Manuscript Style Instruction (Optional) 

• Microsoft Word Document Setting Instructions. 
• Font type of all text should be Swis721 Lt BT. 
• Page size: 8.27" x 11'”, left margin: 0.65, right margin: 0.65, bottom margin: 0.75. 
• Paper title should be in one column of font size 24. 
• Author name in font size of 11 in one column. 
• Abstract: font size 9 with the word “Abstract” in bold italics. 
• Main text: font size 10 with two justified columns. 
• Two columns with equal column width of 3.38 and spacing of 0.2. 
• First character must be three lines drop-capped. 
• The paragraph before spacing of 1 pt and after of 0 pt. 
• Line spacing of 1 pt. 
• Large images must be in one column. 
• The names of first main headings (Heading 1) must be in Roman font, capital letters, and font size of 10. 
• The names of second main headings (Heading 2) must not include numbers and must be in italics with a font size of 10. 

Structure and Format of Manuscript 

The recommended size of an original research paper is under 15,000 words and review papers under 7,000 words. 
Research articles should be less than 10,000 words. Research papers are usually longer than review papers. Review papers 
are reports of significant research (typically less than 7,000 words, including tables, figures, and references) 

A research paper must include: 

a) A title which should be relevant to the theme of the paper. 
b) A summary, known as an abstract (less than 150 words), containing the major results and conclusions.  
c) Up to 10 keywords that precisely identify the paper’s subject, purpose, and focus. 
d) An introduction, giving fundamental background objectives. 
e) Resources and techniques with sufficient complete experimental details (wherever possible by reference) to permit 

repetition, sources of information must be given, and numerical methods must be specified by reference. 
f) Results which should be presented concisely by well-designed tables and figures. 
g) Suitable statistical data should also be given. 
h) All data must have been gathered with attention to numerical detail in the planning stage. 

Design has been recognized to be essential to experiments for a considerable time, and the editor has decided that any 
paper that appears not to have adequate numerical treatments of the data will be returned unrefereed. 

i) Discussion should cover implications and consequences and not just recapitulate the results; conclusions should also 
be summarized. 

j) There should be brief acknowledgments. 
k) There ought to be references in the conventional format. Global Journals recommends APA format. 

Authors should carefully consider the preparation of papers to ensure that they communicate effectively. Papers are much 
more likely to be accepted if they are carefully designed and laid out, contain few or no errors, are summarizing, and follow 
instructions. They will also be published with much fewer delays than those that require much technical and editorial 
correction. 

The Editorial Board reserves the right to make literary corrections and suggestions to improve brevity. 

 

 

 

 

 

 
© Copyright by Global Journals

 XII

| Guidelines Handbook



Format Structure 

It is necessary that authors take care in submitting a manuscript that is written in simple language and adheres to 
published guidelines. 

All manuscripts submitted to Global Journals should include: 

Title 

The title page must carry an informative title that reflects the content, a running title (less than 45 characters together with 
spaces), names of the authors and co-authors, and the place(s) where the work was carried out. 

Author details 

The full postal address of any related author(s) must be specified. 

Abstract 

The abstract is the foundation of the research paper. It should be clear and concise and must contain the objective of the 
paper and inferences drawn. It is advised to not include big mathematical equations or complicated jargon. 

Many researchers searching for information online will use search engines such as Google, Yahoo or others. By optimizing 
your paper for search engines, you will amplify the chance of someone finding it. In turn, this will make it more likely to be 
viewed and cited in further works. Global Journals has compiled these guidelines to facilitate you to maximize the web-
friendliness of the most public part of your paper. 

Keywords 

A major lynchpin of research work for the writing of research papers is the keyword search, which one will employ to find 
both library and internet resources. Up to eleven keywords or very brief phrases have to be given to help data retrieval, 
mining, and indexing. 

One must be persistent and creative in using keywords. An effective keyword search requires a strategy: planning of a list 
of possible keywords and phrases to try. 

Choice of the main keywords is the first tool of writing a research paper. Research paper writing is an art. Keyword search 
should be as strategic as possible. 

One should start brainstorming lists of potential keywords before even beginning searching. Think about the most 
important concepts related to research work. Ask, “What words would a source have to include to be truly valuable in a 
research paper?” Then consider synonyms for the important words. 

It may take the discovery of only one important paper to steer in the right keyword direction because, in most databases, 
the keywords under which a research paper is abstracted are listed with the paper. 

Numerical Methods 

Numerical methods used should be transparent and, where appropriate, supported by references. 

Abbreviations 

Authors must list all the abbreviations used in the paper at the end of the paper or in a separate table before using them. 

Formulas and equations 

Authors are advised to submit any mathematical equation using either MathJax, KaTeX, or LaTeX, or in a very high-quality 
image. 
 
Tables, Figures, and Figure Legends 

Tables: Tables should be cautiously designed, uncrowned, and include only essential data. Each must have an Arabic 
number, e.g., Table 4, a self-explanatory caption, and be on a separate sheet. Authors must submit tables in an editable 
format and not as images. References to these tables (if any) must be mentioned accurately. 
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Figures 

Figures are supposed to be submitted as separate files. Always include a citation in the text for each figure using Arabic 
numbers, e.g., Fig. 4. Artwork must be submitted online in vector electronic form or by emailing it. 

Preparation of Eletronic Figures for Publication 

Although low-quality images are sufficient for review purposes, print publication requires high-quality images to prevent 
the final product being blurred or fuzzy. Submit (possibly by e-mail) EPS (line art) or TIFF (halftone/ photographs) files only. 
MS PowerPoint and Word Graphics are unsuitable for printed pictures. Avoid using pixel-oriented software. Scans (TIFF 
only) should have a resolution of at least 350 dpi (halftone) or 700 to 1100 dpi (line drawings). Please give the data for 
figures in black and white or submit a Color Work Agreement form. EPS files must be saved with fonts embedded (and with 
a TIFF preview, if possible). 

For scanned images, the scanning resolution at final image size ought to be as follows to ensure good reproduction: line 
art: >650 dpi; halftones (including gel photographs): >350 dpi; figures containing both halftone and line images: >650 dpi. 

Color charges: Authors are advised to pay the full cost for the reproduction of their color artwork. Hence, please note that 
if there is color artwork in your manuscript when it is accepted for publication, we would require you to complete and 
return a Color Work Agreement form before your paper can be published. Also, you can email your editor to remove the 
color fee after acceptance of the paper. 

Tips for writing A Good Quality Engineering Research Paper 

Techniques for writing a good quality engineering research paper: 

1. Choosing the topic: In most cases, the topic is selected by the interests of the author, but it can also be suggested by the 
guides. You can have several topics, and then judge which you are most comfortable with. This may be done by asking 
several questions of yourself, like "Will I be able to carry out a search in this area? Will I find all necessary resources to 
accomplish the search? Will I be able to find all information in this field area?" If the answer to this type of question is 
"yes," then you ought to choose that topic. In most cases, you may have to conduct surveys and visit several places. Also, 
you might have to do a lot of work to find all the rises and falls of the various data on that subject. Sometimes, detailed 
information plays a vital role, instead of short information. Evaluators are human: The first thing to remember is that 
evaluators are also human beings. They are not only meant for rejecting a paper. They are here to evaluate your paper. So 
present your best aspect. 

2. Think like evaluators: If you are in confusion or getting demotivated because your paper may not be accepted by the 
evaluators, then think, and try to evaluate your paper like an evaluator. Try to understand what an evaluator wants in your 
research paper, and you will automatically have your answer. Make blueprints of paper: The outline is the plan or 
framework that will help you to arrange your thoughts. It will make your paper logical. But remember that all points of your 
outline must be related to the topic you have chosen. 

3. Ask your guides: If you are having any difficulty with your research, then do not hesitate to share your difficulty with 
your guide (if you have one). They will surely help you out and resolve your doubts. If you can't clarify what exactly you 
require for your work, then ask your supervisor to help you with an alternative. He or she might also provide you with a list 
of essential readings. 

4. Use of computer is recommended: As you are doing research in the field of research engineering then this point is quite 
obvious. Use right software: Always use good quality software packages. If you are not capable of judging good software, 
then you can lose the quality of your paper unknowingly. There are various programs available to help you which you can 
get through the internet. 

5. Use the internet for help: An excellent start for your paper is using Google. It is a wondrous search engine, where you 
can have your doubts resolved. You may also read some answers for the frequent question of how to write your research 
paper or find a model research paper. You can download books from the internet. If you have all the required books, place 
importance on reading, selecting, and analyzing the specified information. Then sketch out your research paper. Use big 
pictures: You may use encyclopedias like Wikipedia to get pictures with the best resolution. At Global Journals, you should 
strictly follow here. 
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6. Bookmarks are useful: When you read any book or magazine, you generally use bookmarks, right? It is a good habit 
which helps to not lose your continuity. You should always use bookmarks while searching on the internet also, which will 
make your search easier. 

7. Revise what you wrote: When you write anything, always read it, summarize it, and then finalize it. 

8. Make every effort: Make every effort to mention what you are going to write in your paper. That means always have a 
good start. Try to mention everything in the introduction—what is the need for a particular research paper. Polish your 
work with good writing skills and always give an evaluator what he wants. Make backups: When you are going to do any 
important thing like making a research paper, you should always have backup copies of it either on your computer or on 
paper. This protects you from losing any portion of your important data. 

9. Produce good diagrams of your own: Always try to include good charts or diagrams in your paper to improve quality. 
Using several unnecessary diagrams will degrade the quality of your paper by creating a hodgepodge. So always try to 
include diagrams which were made by you to improve the readability of your paper. Use of direct quotes: When you do 
research relevant to literature, history, or current affairs, then use of quotes becomes essential, but if the study is relevant 
to science, use of quotes is not preferable. 

10. Use proper verb tense: Use proper verb tenses in your paper. Use past tense to present those events that have 
happened. Use present tense to indicate events that are going on. Use future tense to indicate events that will happen in 
the future. Use of wrong tenses will confuse the evaluator. Avoid sentences that are incomplete. 

11. Pick a good study spot: Always try to pick a spot for your research which is quiet. Not every spot is good for studying. 

12. Know what you know: Always try to know what you know by making objectives, otherwise you will be confused and 
unable to achieve your target. 

13. Use good grammar: Always use good grammar and words that will have a positive impact on the evaluator; use of 
good vocabulary does not mean using tough words which the evaluator has to find in a dictionary. Do not fragment 
sentences. Eliminate one-word sentences. Do not ever use a big word when a smaller one would suffice. 

Verbs have to be in agreement with their subjects. In a research paper, do not start sentences with conjunctions or finish 
them with prepositions. When writing formally, it is advisable to never split an infinitive because someone will (wrongly) 
complain. Avoid clichés like a disease. Always shun irritating alliteration. Use language which is simple and straightforward. 
Put together a neat summary. 

14. Arrangement of information: Each section of the main body should start with an opening sentence, and there should 
be a changeover at the end of the section. Give only valid and powerful arguments for your topic. You may also maintain 
your arguments with records. 

15. Never start at the last minute: Always allow enough time for research work. Leaving everything to the last minute will 
degrade your paper and spoil your work. 

16. Multitasking in research is not good: Doing several things at the same time is a bad habit in the case of research 
activity. Research is an area where everything has a particular time slot. Divide your research work into parts, and do a 
particular part in a particular time slot. 

17. Never copy others' work: Never copy others' work and give it your name because if the evaluator has seen it anywhere, 
you will be in trouble. Take proper rest and food: No matter how many hours you spend on your research activity, if you 
are not taking care of your health, then all your efforts will have been in vain. For quality research, take proper rest and 
food. 

18. Go to seminars: Attend seminars if the topic is relevant to your research area. Utilize all your resources. 

19. Refresh your mind after intervals: Try to give your mind a rest by listening to soft music or sleeping in intervals. This 
will also improve your memory. Acquire colleagues: Always try to acquire colleagues. No matter how sharp you are, if you 
acquire colleagues, they can give you ideas which will be helpful to your research. 

20. Think technically: Always think technically. If anything happens, search for its reasons, benefits, and demerits. Think 
and then print: When you go to print your paper, check that tables are not split, headings are not detached from their 
descriptions, and page sequence is maintained. 
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21. Adding unnecessary information: Do not add unnecessary information like "I have used MS Excel to draw graphs." 
Irrelevant and inappropriate material is superfluous. Foreign terminology and phrases are not apropos. One should never 
take a broad view. Analogy is like feathers on a snake. Use words properly, regardless of how others use them. Remove 
quotations. Puns are for kids, not grunt readers. Never oversimplify: When adding material to your research paper, never 
go for oversimplification; this will definitely irritate the evaluator. Be specific. Never use rhythmic redundancies. 
Contractions shouldn't be used in a research paper. Comparisons are as terrible as clichés. Give up ampersands, 
abbreviations, and so on. Remove commas that are not necessary. Parenthetical words should be between brackets or 
commas. Understatement is always the best way to put forward earth-shaking thoughts. Give a detailed literary review. 
22. Report concluded results: Use concluded results. From raw data, filter the results, and then conclude your studies 
based on measurements and observations taken. An appropriate number of decimal places should be used. Parenthetical 
remarks are prohibited here. Proofread carefully at the final stage. At the end, give an outline to your arguments. Spot 
perspectives of further study of the subject. Justify your conclusion at the bottom sufficiently, which will probably include 
examples. 
23. Upon conclusion: Once you have concluded your research, the next most important step is to present your findings. 
Presentation is extremely important as it is the definite medium though which your research is going to be in print for the 
rest of the crowd. Care should be taken to categorize your thoughts well and present them in a logical and neat manner. A 
good quality research paper format is essential because it serves to highlight your research paper and bring to light all 
necessary aspects of your research. 

Informal Guidelines of Research Paper Writing 

Key points to remember: 

• Submit all work in its final form. 
• Write your paper in the form which is presented in the guidelines using the template. 
• Please note the criteria peer reviewers will use for grading the final paper. 

Final points: 

One purpose of organizing a research paper is to let people interpret your efforts selectively. The journal requires the 
following sections, submitted in the order listed, with each section starting on a new page: 

The introduction: This will be compiled from reference matter and reflect the design processes or outline of basis that 
directed you to make a study. As you carry out the process of study, the method and process section will be constructed 
like that. The results segment will show related statistics in nearly sequential order and direct reviewers to similar 
intellectual paths throughout the data that you gathered to carry out your study. 

The discussion section: 

This will provide understanding of the data and projections as to the implications of the results. The use of good quality 
references throughout the paper will give the effort trustworthiness by representing an alertness to prior workings. 

Writing a research paper is not an easy job, no matter how trouble-free the actual research or concept. Practice, excellent 
preparation, and controlled record-keeping are the only means to make straightforward progression. 

General style: 

Specific editorial column necessities for compliance of a manuscript will always take over from directions in these general 
guidelines. 

To make a paper clear: Adhere to recommended page limits. 
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Mistakes to avoid:

• Insertion of a title at the foot of a page with subsequent text on the next page.
• Separating a table, chart, or figure—confine each to a single page.
• Submitting a manuscript with pages out of sequence.
• In every section of your document, use standard writing style, including articles ("a" and "the").
• Keep paying attention to the topic of the paper.



 

  
  
  
  
  

•

 

Use paragraphs to split each significant point (excluding the abstract).

 

•

 

Align the primary line of each section.

 

•

 

Present your points in sound order.

 

•

 

Use present tense to report well-accepted matters.

 

•

 

Use past tense to describe specific results.

 

•

 

Do not use familiar wording; don't address the reviewer directly. Don't use slang or superlatives.

 

•

 

Avoid use of extra pictures—include only those figures essential to presenting results.

 

Title page:

 

Choose a revealing title. It should be short and include the name(s) and address(es) of all authors. It should not have 
acronyms or abbreviations or exceed two printed lines.

 

Abstract: This summary should be two hundred words or less. It should clearly and briefly explain the key findings reported 
in the manuscript and must have precise statistics. It should not have acronyms or abbreviations. It should be logical in 
itself. Do not cite references at this point.

 

An abstract is a brief, distinct paragraph summary of finished work or work in development. In a minute or less, a reviewer 
can be taught the foundation behind the study, common approaches to the problem, relevant results, and significant 
conclusions or new questions.

 

Write your summary when your paper is completed because how can you write the summary of anything which is not yet 
written? Wealth of terminology is very essential in abstract. Use comprehensive sentences, and do not sacrifice readability 
for brevity; you can maintain it succinctly by phrasing sentences so that they provide more than a lone rationale. The 
author can at this moment go straight to shortening the outcome. Sum up the study with the subsequent elements in any 
summary. Try to limit the initial two items to no more than one line each.

 

Reason for writing the article—theory, overall issue, purpose.

 

•

 

Fundamental goal.

 

•

 

To-the-point depiction of the research.

 

•

 

Consequences, including definite statistics—if the consequences are quantitative in nature, account for this; results of 
any numerical analysis should be reported. Significant conclusions or questions that emerge from the research.

 

Approach:

 

o

 

Single section and succinct.

 

o

 

An outline of the job done is always written in past tense.

 

o

 

Concentrate on shortening results—limit background information to a verdict or two.

 

o

 

Exact spelling, clarity of sentences and phrases, and appropriate reporting of quantities (proper units, important 
statistics) are just as significant in an abstract as they are anywhere else.

 

Introduction:

 

The introduction should "introduce" the manuscript. The reviewer should be presented with sufficient background 
information to be capable of comprehending and calculating the purpose of your study without having to refer to other 
works. The basis for the study should be offered. Give the most important references, but avoid making a comprehensive 
appraisal of the topic. Describe the problem visibly. If the problem is not acknowledged in a logical, reasonable way, the 
reviewer will give no attention

 

to your results. Speak in common terms about techniques used to explain the problem, if 
needed, but do not present any particulars about the protocols here.

 

 

 

 

The following approach can create a valuable beginning:

o Explain the value (significance) of the study.
o Defend the model—why did you employ this particular system or method? What is its compensation? Remark upon 

its appropriateness from an abstract point of view as well as pointing out sensible reasons for using it.
o Present a justification. State your particular theory(-ies) or aim(s), and describe the logic that led you to choose 

them.
o Briefly explain the study's tentative purpose and how it meets the declared objectives.
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Approach:

 

Use past tense except for when referring to recognized facts. After all, the manuscript will be submitted after the entire job 
is done. Sort out your thoughts; manufacture one key point for every section. If you make the four points listed above, you 
will need at least four paragraphs. Present surrounding information only when it is necessary to support a situation. The 
reviewer does not desire to read everything you know about a topic. Shape the theory specifically—do not take a broad 
view.

 

As always, give awareness to spelling, simplicity, and correctness of sentences and phrases.

 

Procedures (methods and materials):

 

This part is supposed to be the easiest to carve if you have good skills. A soundly written procedures segment allows a 
capable scientist to replicate your results. Present precise information about your supplies. The suppliers and clarity of 
reagents can be helpful bits of information. Present methods in sequential order, but linked methodologies can be grouped 
as a segment. Be concise when relating the protocols. Attempt to give the least amount of information that would permit 
another capable scientist to replicate your outcome, but be cautious that vital information is integrated. The use of 
subheadings is suggested and ought to be synchronized with the results section.

 

When a technique is used that has been well-described in another section, mention the specific item describing the way, 
but draw the basic principle while stating the situation. The purpose is to show all particular resources and broad 
procedures so that another person may use some or all of the

 

methods in one more study or referee the scientific value of 
your work. It is not to be a step-by-step report of the whole thing you did, nor is a methods section a set of orders.

 

Materials:

 

Materials may be reported in part of a section or else they may be recognized along with your measures.

 

Methods:

 

o

 

Report the method and not the particulars of each process that engaged the same methodology.

 

o

 

Describe the method entirely.

 

o

 

To be succinct, present methods under headings dedicated to specific dealings or groups of measures.

 

o

 

Simplify—detail how procedures were completed, not how they were performed on a particular day.

 

o

 

If well-known procedures were used, account for the procedure by name, possibly with a reference, and that's all.

 

Approach:

 

It is embarrassing to use vigorous voice when documenting methods without using first person, which would focus the 
reviewer's interest on the researcher rather than the job. As a result, when writing up the methods, most authors use third 
person passive voice.

 

Use standard style in this and every other part of the paper—avoid familiar lists, and use full sentences.

 

What to keep away from:

 

o

 

Resources and methods are not a set of information.

 

o

 

Skip all descriptive information and surroundings—save it for the argument.

 

o

 

Leave out information that is immaterial to a third party.

 

 

 

 

 

Results:

The principle of a results segment is to present and demonstrate your conclusion. Create this part as entirely objective 
details of the outcome, and save all understanding for the discussion.

The page length of this segment is set by the sum and types of data to be reported. Use statistics and tables, if suitable, to 
present consequences most efficiently.

You must clearly differentiate material which would usually be incorporated in a study editorial from any unprocessed data 
or additional appendix matter that would not be available. In fact, such matters should not be submitted at all except if 
requested by the instructor.
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Content:

 

o

 

Sum up your conclusions in text and demonstrate them, if suitable, with figures and tables.

 

o

 

In the manuscript, explain each of your consequences, and point the reader to remarks that are most appropriate.

 

o

 

Present a background, such as by describing the question that was addressed by creation of an exacting study.

 

o

 

Explain results of control experiments and give remarks that are not accessible in a prescribed figure or table, if 
appropriate.

 

o

 

Examine your data, then prepare the analyzed (transformed) data in the form of a figure (graph), table, or 
manuscript.

 

What to stay away from:

 

o

 

Do not discuss or infer your outcome, report surrounding information, or try to explain anything.

 

o

 

Do not include raw data or intermediate calculations in a research manuscript.

 

o

 

Do not present similar data more than once.

 

o

 

A manuscript should complement any figures or tables, not duplicate information.

 

o

 

Never confuse figures with tables—there is a difference. 

 

Approach:

 

As always, use past tense when you submit your results, and put the whole thing in a reasonable order.

 

Put figures and tables, appropriately numbered, in order at the end of the report.

 

If you desire, you may place your figures and tables properly within the text of your results section.

 

Figures and tables:

 

If you put figures and tables at the end of some details, make certain that they are visibly distinguished from any attached 
appendix materials, such as raw facts. Whatever the position, each table must be titled, numbered one after the other, and 
include a heading. All figures and tables must be divided from the text.

 

Discussion:

 

The discussion is expected to be the trickiest segment to write. A lot of papers submitted to the journal are discarded 
based on problems with the discussion. There is no rule for how long an argument should be.

 

Position your understanding of the outcome visibly to lead the reviewer through your conclusions, and then finish the 
paper with a summing up of the implications of the study. The purpose here is to offer an understanding of your results 
and support all of your conclusions, using facts from your research and generally accepted information, if suitable. The 
implication of results should be fully described.

 

Infer your data in the conversation in suitable depth. This means that when you clarify an observable fact, you must explain 
mechanisms that may account for the observation. If your results vary from your prospect, make clear why that may have 
happened. If your results agree, then explain the theory that the proof supported. It is never suitable to just state that the 
data approved the prospect, and let it drop at that. Make a decision as to whether each premise is supported or discarded 
or if you cannot make a conclusion with assurance. Do not just dismiss a study or part of a study as "uncertain."

 

 

 

 

Research papers are not acknowledged if the work is imperfect. Draw what conclusions you can based upon the results 
that you have, and take care of the study as a finished work.

o You may propose future guidelines, such as how an experiment might be personalized to accomplish a new idea.
o Give details of all of your remarks as much as possible, focusing on mechanisms.
o Make a decision as to whether the tentative design sufficiently addressed the theory and whether or not it was 

correctly restricted. Try to present substitute explanations if they are sensible alternatives.
o One piece of research will not counter an overall question, so maintain the large picture in mind. Where do you go 

next? The best studies unlock new avenues of study. What questions remain?
o Recommendations for detailed papers will offer supplementary suggestions.
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Approach:

 

When you refer to information, differentiate data generated by your own studies from other available information. Present 
work done by specific persons (including you) in past tense.

 

Describe generally acknowledged facts and

 

main beliefs in present tense.

 

The Administration Rules

 

Administration Rules to Be Strictly Followed before Submitting Your Research Paper to Global Journals Inc.

 

Please read the following rules and regulations carefully before submitting your research paper to Global Journals Inc. to 
avoid rejection.

 

Segment draft and final research paper:

 

You have to strictly follow the template of a research paper, failing which your 
paper may get rejected. You are expected to write each part of the paper wholly on your own. The peer reviewers need to 
identify your own perspective of the concepts in your own terms. Please do not extract straight from any other source, and 
do not rephrase someone else's analysis. Do not allow anyone else to proofread your manuscript.

 

Written material:

 

You may discuss this with your guides and key sources. Do not copy anyone else's paper, even if this is 
only imitation, otherwise it will be rejected on the grounds of plagiarism, which is illegal. Various methods to avoid 
plagiarism are strictly applied by us to every paper, and, if found guilty, you may be blacklisted, which could affect your 
career adversely. To guard yourself and others from possible illegal use, please do not permit anyone to use or even read 
your paper and file.

 
 
 

© Copyright by Global Journals

XX

| Guidelines Handbook



 
 

 
 

 
 
 
 
 
 
 
 
 
 

CRITERION FOR GRADING A RESEARCH PAPER (COMPILATION)
BY GLOBAL JOURNALS 

Please note that following table is only a Grading of "Paper Compilation" and not on "Performed/Stated Research" whose grading 

solely depends on Individual Assigned Peer Reviewer and Editorial Board Member. These can be available only on request and after 

decision of Paper. This report will be the property of Global Journals.

Topics Grades

A-B C-D E-F

Abstract

Clear and concise with 

appropriate content, Correct 

format. 200 words or below 

Unclear summary and no 

specific data, Incorrect form

Above 200 words 

No specific data with ambiguous 

information

Above 250 words

Introduction

Containing all background

details with clear goal and 
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